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Classification with Support Vector 

Machines, 

     New Quadratic Programming 

Algorithm 
  

1A.Chikhaoui, 2A. Mokhtari, 
1University of  Tiaret Algeria,  2University of Laghouat Algeria,  

 ah_chikhaoui@yahoo.fr, Aek_Mokhtari@yahoo.fr    

       
Abstract-Support vector machines (SVM) are excellent 

tools for classification and regression. They seek the 

optimal separating hyperplan and maximal margin. 

The modeling results often lead to solving a quadratic 

programming problem. In this paper, we present a 

simple method to determine the hyperplan H that sepa-

rates two classes of examples so that the distance be-

tween these two classes is maximal. This method is 

based on the geometric interpretation of the norm of a 

linear mapping. The result model of our algorithm 

modeling is a maximization of a concave quadratic 

program. This quadratic program is resolved by pro-

jection method. Example illustrates the method. 
 

Keywords 

Support vector machines, separating  hyperplan, 

maximizing concave function, cosine,  projection meth-

od. 

1 Introduction 

     Learning to rank is an important problem in 

web page ranking information retrieval and other 

applications. Support Vector Machines (SVMs) 

are a powerful machine learning technique. Vap-

nik [7] showed how training a support vector 

machine for the pattern recognition problem leads 

to quadratic optimization problem (QP). The size 

of the optimization problem depends on the num-

ber of training examples. With 10000 training 

examples and more it becomes impossible to 

keep matrix data in memory. SVMLight uses the 

decomposition idea of  Osuna and al. ([7]) and 

decompose the problem into a series of smaller 

tasks. This decomposition splits the initial prob-

lem in an inactive and en active part. These algo-

rithms may need a long training time. To tackle 

this problem, T. Joachims [5], uses a method for 

selecting the working set, successive “shrinking” 

of the optimization problem and incremental 

updates of the gradient (Joachims [6]). Burges 

form AT&T [1], has even developed a QP solver 

specifically for training SVM.  

In this paper we introduce new support vector 

machines method in order to define a decision 

surface separating two opposing classes of a 

training set of vectors.  

This method associates a distance parameter 

with each vector of the SVM’s training set. The 

distance parameter is calculating as the shortest 

of distances from each vector of one class to the 

opposite class. The method determines initial 

separating hyperplan and its maximum margin, 

where the margin is defined as the shortest dis-

tances of the hyperplan from the closest points of 

the two classes.  The optimal vectors to preselect 

as potential support vectors are those closest to 

the decision hyperplan. The vectors with the 

smallest distance are then selected as pivots.  

To determine the optimal hyperplan, we will 

use the well-known result:  

 if f is a linear map from
nR into R defined by 

  nRaxaxf  ,, .  

Then  Hda ,0 where H is the hyperplan 

defined by  1,:  xaRxH n
. 

The optimal hyperplan will be a boundary point 

of the set of feasible solutions which can be an 

extreme point. 

2  Partition of examples X
~

 and 

X
~

 
Suppose that separating hyperplan with maxi-

mum margin be written as 0bax . 

2.1 Formulation of the optimization 

problem 

The inequalities 1bax  and 1bax  

become  
2

1

22


b
x

a and 
2

1

22


b
x

a
, and the 

hyperplan is 
2

1

22


b
x

a ; i.e. 0bax . As the 

couple  ba,  is set to a multiplicative coefficient, 

mailto:ah_chikhaoui@yahoo.fr
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the separating problem becomes then 























2

1

2

1

inf 2

bax

bax

a  

Suppose that
x  is support vector, 

2

1
 bxa  

 xab
2

1
.  

Then
2

1
 bax 

  0
2

1

2

1



xxaxaax

  0  xxa  and   

  1
2

1

2

1

2

1



xxaxaaxbax .   

Then  

 

 
 

 


































1

0

1

0

inf 22

xxa

xxa

aMax

xxa

xxa

a

 

and consequently, the separating problem  

becomes

 

 
 

 




























Xxxxa

Xxxxa

aMax

P

,1

,0

2

,   

  2

1

2 aaaf
n

i

i 


 is concave, defined on 

closed bounded convex of 
nR , then the local 

maximum is global, but   0



a

a

f

i

for all ,i

,02  ia 0*  ii aa  . 

The critical point
nRa  0*

is not feasible 

solution, then the solution of the problem is the 

projection of 0* a  on   . This is a particular 

case of general optimization problem of concave 

quadratic programming, where

0
2

,1,0 * 
i

i
ii a




 .  

This problem of maximizing concave quadratic 

function under linear constraints has solved by 

Chikhaoui and all. [3]. It is noted that 

   .00 
xxaP  

 This was made possible through the form


















2

1

22

2

1

22

b
x

a

b
x

a

, this minimize the computing 

time. 

Increase in a margin.  
  

Let (H) the separating hyperplan of wide mar-

gin of equation 0bax .  

We know that for all 
  XxXx , , we 

have   


















2

1

22

2

1

22

b
x

a

b
x

a

  

   
2

1

2

1

2

1

2

1
















 





baxbax

bax

bax

 ; from where  

    XxXxxxa ,,1 .  

By the inequality of Cauchy Schwartz,  

  XxXxxx
a

,,
1

,  

by passing to the lower bound, we obtain 







xx
a XxXx

inf
,

1 . 

Whence important proposal:  

Let  0:
~

  xaaxRxH n
,

 0:
~

  xaaxRxH n
. 

Proposal: 
   

The width of the strip is increased by the con-

stant ,inf
,







xxK
XxXx

 and this is 

best constant.  

 

Proof:   Indeed, suppose  xx , are two sup-

port vectors, i.e.   HxHx
~

,
~

; 

 
aa

bax
Hxd

1
.

2

1~
, 


 

 ,  

 
aa

bax
Hxd

1
.

2

1~
, 






   
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   
a

HxdHxd
1~

,
~

,  
, and 

Kxx
a XxXx

 
 

inf
,

1
. 

This is the best ever because in cases where 

   xX
~

and    xX
~

, then 

Kxx
a XxXx

 
 

inf
,

1
;   this com-

pletes the proof. 

We see that the margin width does not exceed 

  xx .  

This leads us to consider the separating hyper-

plan with the widest possible margin H
~

.  

2.2 Partition of 
X and 

X  

Let 





xxxx
XxXx

inf
,

,  

  xxa~ ,  

 0~~:
~

  xaxaRxH n
, 

 0~~:
~

  xaxaRxH n
, 

 
  

 


















































 












0
2

:

0
2

:

0
2

~~
~

:
~

22

xx
xxxRx

xxxx
xxxRx

xaxa
xaRxH

n

n

n

 

 

 

 

          x  

 

                                 x  

H
~

 

         H
~

                H
~

 

 

The existence of optimal separating hyperplan 

H , and construction of H
~

 define a partition of 

X  and a partition of  X : 









 
2

1
:

~
xaaxXxX ,        

   XXXX
~

/
~

 









 
2

1
:

~
xaaxXxX ,     

   XXXX
~

/
~

 

If the hyperplans H and H
~

separate the sets 

 XX
~

/ and  XX
~

/  and H
~

 is optimal. 

  XX
~~

 then  HH
~

 . Stop. 

3 Finding Optimal separating 

hyperplan H :  case HH
~

  

The maximum margin separating X
~

 and X
~

  

is greater than or equal to the maximum margin 

separating 
X  and 

X because the optimal 

separating hyperplan H separates X
~

and X
~

. 

Suppose that the maximum margin between 

X
~

 and X
~

is strictly greater than that between 

X  and 
X , then this separating hyperplan is 

between H and H
~

and hence it separates 

 XX
~

/ and  XX
~

/ . So this separating hy-

perplan separates 
X  and 

X with a wider 

margin than strictly greater than that to H . Con-

tradiction, because H is optimal. 

Proposition:  

The optimal separating hyperplan of sets X
~

 

and X
~

is optimal separating hyperplan for sets 

X and X . 

Proof:      Denote by
*H optimal separating 

hyperplan of X
~

 and X
~

 whose normal is 
*a .   

There positive !1 and !2  such that 

aaa ~
21

*   .  

In fact, 
















cos.~,~

cos.,

**

**

aaaa

aaaa
 

 cos.~, *

21 aaaaa    

 cos.~,, *

21 aaaaaa     

 cos.~, *

2

2

1 aaaaa  .   

As well  

 cos.~~,~ *

21 aaaaa   

 cos.~~,~,~ *

21 aaaaaa    
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 cos~~,~ *2

21 aaaaa  .  Then
















cos.~~,~

cos.~,

*2

21

*

2

2

1

aaaaa

aaaaa

  

Where  is the angle formed between hyper-

plans H and H
~

, as HH
~

 , 0 ; 

then 1cos  , and 

 222
cos1~  aa .     0    

The system has a unique solution 
1 and

2 . 

  Then suppose that the margin of 
*H is strict-

ly greater than that of H , as H and H
~

 sepa-

rate  XX
~

/ and  XX
~

/ . i.e. a and a~ are 

solution of problem  

 

 

 


















































XXx

XXx

xxa

xxa

aMax

~
/

~
/

1

0

'

2

'

      

'  is bounded below convex, then  
'* a . 

 

The separating hyperplan
*H separates then 

X and X  whose margin is strictly greater than 

that of  H . Contradiction, H is optimal by hy-

pothesis. 

 

 

 

 

 

 

Consequence: 

To separate X and X , just separate the 

sample X
~

and X
~

. We then have a smaller 

number of constraints.  

Example1.  

   
















 ,1,5,

2

3
,2,0,1X        

      ,2,2,1,2,1,0 X   

 Here,   

      21,00,1inf  








xx

Xx
Xx ;      

   1,0,0,1   xx    

   1,1~   xxa     

     00,01,11,1:
~

 xH  

01:
~

21  xxH   

01:
~

21  xxH 0:
~

21  xxH . 









X
~

2

3
,2 car 

2

1

2

1
1

2

3
2  ,        

  X
~

1,5 car 
2

1
3115   

 

 
















 

2

3
,2,0,1

~
X  

 

   X
~

1,2  because  

2

1
2112  ,  

   X
~

2,2  because    

2

1
3122                 

  1,0
~

 X .  

The constraint set  , of problem becomes

 

    



























10,11,0

0
2

3
,20,1

a

a

  the solution is 









01

032

1211

1211

aa

aa
















5

2

5

3

12

11

a

a

.       H  

has the equation  

    00,1
5

2
,

5

3

2

1
,

5

2
,

5

3
21 

























 xx ,     

0
10

1

5

2

5

3
: 21  xxH . 

4  Projection Method ([2]) 

Consider the problem quadratic result of our 

2
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2

2

cos~~,~~,~.
~,~

~
,

aaaaaaaaaa
aaa

aaa

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modeling: 

 

 

 
 























































XxXx
xxa

xxa
Ra

a

P
n

Max

~
,

~
,

1

0
,

2

'

 Since the function   2

1

2 aaxf
n

i

i 


 is con-

cave defined on a closed convex of
nR , then the 

local maximum of f  is global. But   0



a

a

f

i

, 

niai ,...,2,10    

Critical point   niallfora
ii ,...,2,10*   is 

not feasible solution of problem  'P .  

Then the solution of problem  'P  is the pro-

jection of point
nR0 on  . 

This is a particular case of more general prob-

lem of quadratic optimization: 

  



n

i

i

n

ii

n

i

ii
iallforRwithaaaf

i

1

2

1

0, , 

 under linear constraints.  

In classification with SVM we have 

ii

ia 















2

*
with 1,0  ii i  . For more 

details see [3]. We recall that if a concave func-

tion f defined on closed convex and that the 

critical point does not belong to convex, then the 

maximum of f  is reached on a boundary point 

of closed convex. See [3]. 

The projection of point 
nR0 on the hyper-

plan   1  xxa   is given by 

   
 

 



 





xx
xx

P xxa 21

1
00 . 

 

Example1      

          4,3,5.3,3,3,2,4,5.1,3,1X
 

                          

          5.1,5.2,2,2,1,2,1,5.1,5.1,1X
.  

      12,23,2inf  








xx

Xx
Xx

;    

   2,2,3,2   xx   

        1,02,23,2~   xxa     

     
2

1
3,21,0

2

1
,1,0:

~
21 








 xxH

          03:
~

2   xH  

     
2

1
2,21,0

2

1
,1,0:

~
21 








 xxH

           02:
~

2   xH  

   0
2

23
,1,0:

~
21 







 
xxH                              

0
2

5
:

~
2  xH  

Construction of  X
~

 and X
~

 

  X
~

3,1  because 033           

  X
~

4,5.1  because 034      

  X
~

3,2  because 033            

  X
~

5.3,3  because 035.3             

   X
~

4,3  because 034           

  X
~

5.1,1  because 025.1    

   X
~

4,5.1  because 034        

  X
~

3,2  because 033      

  X
~

5.3,3  because 035.3      

  X
~

4,3  because 034              

Then        3,1,3,2
~

X          2,2
~

X   

Constraints are:

    

    











2

1
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113,22,2

2

2

aa
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1
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1
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



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







 aa

PP  

The solution is  1,0a , because 











2

1
,0a is not feasible solution, and the op-

timal separating hyperplan is: 

        101,01,0
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00

11 22
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     
2

1
3,21,0

2

1
,1,0: 21 








xxH      

0
2

5
2  x . 

 

Remark:   The feasible solution set of separat-

ing hyperplans is the half-space 12 a and the 

projection of 0 on this half-space is  1,0 .The 

set of feasible solutions do here no extreme point. 

It is interesting to study the nature of the set of 

separating hyperplans. 

Example 2:  

   
















 1,3,3,2,3,2,

2

1
,2,2X       

 
















 3,1,1,

2

1
,0,1X  

    55.0,0,15.0,2,2inf  








xx

Xx
Xx

    5.0,0,1,5.0,2,2   xx  

   0,2,1~   xxa       

   0
2

3
,,0,2,1:

~
321 xxxH            



















2

1
,2,2

~
X  



















2

1
,0,1

~
X . Here, in-

side of band is empty.  So    HH 
~

. 

5 Conclusion 

    In this paper, we gave a geometric interpreta-

tion of the hyperplan that separates two classes 

linearly separable. In fact, the search algorithm to 

the optimum is nothing other than a particular 

case of general optimization problem: 














bAx

withxx iiii

n

i

ii 1,0,2

1


    

The nature of solution (extreme point or not) 

provides to better track the support vectors. 
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Abstract-Faced with problems of informational over-

load on a dynamic, distributed and heterogeneous web, 

current research aims to design and develop recom-

mender systems that are mainly based on techniques of 

information filtering. In this paper, we propose a hy-

brid modeling of recommendation systems by formaliz-

es resources description framework (RDF), while 

based on the integration of elements of the Dublin Core 

(DC) describing resources and the vocabulary Friend 

of A Friend (FOAF) describing the users. A hybridiza-

tion procedure was introduced into the function of 

similarity calculation. The empirical tests on various 

real data sets (Book-Crossing, FoafPub) showed satis-

factory performances in relevance and precision. 

 

Keywords 

 Dublin Core; friend of a friend; information filtering; 

recommendation; social network; user profile. 

I.  Introduction  

Taking into account the excessive mass of the 

data in various forms, as well as the multiplicity of 

the services through the Web, access to relevant 

information become more difficult, in spite of its 

availability it is lost in the mass. In recent years, 

there have been many research works in various 

fields such as e-Business, e-Education, music and 

video[4,7,14,24] interested in the development of 

information filtering approach’s as being the basic 

mechanism for recommender systems (RS), thus 

and in order to filter the interesting information 

with the user expectations. Large companies and 

Websites integrate the techniques of filtering in its 

servers, such as NetFlix, Amazon, CDNow, ebay, 

MovieLens… etc [9].  

Among the most recent tracks, those which ex-

plores semantic information [3, 11,12,18] to take 

advantage of meta-data and implicit information, 

and others are based on ontologies to conceptual-

ize a specific domain and automate tasks that can 

improve the performance of RS[23,26]. 

As part of this work, we adopted Resource De-

scription Framework (RDF) syntax to describe the 

various components of the system. Firstly, we 

presented the resources through the basic elements 

of Dublin Core (DC). In the same way, we select-

ed the properties necessary for the description of 

the users with the Friend Of A Friend (FOAF) 

vocabulary. Secondly, and in order to preserve the 

crucial characteristic of collaborative filtering, we 

took into account the user’s evaluations to group 

them according to their interests. Moreover, for 

the process of recommendation, we propose a 

hybrid function of similarity calculation. By prac-

tices of Web 2.0 like DC and FOAF which are 

regarded as recommendations of the W3C1, we 

thought of putting these systems open and in-

teroperable and to avoid concentrating on a specif-

ic field and closed approaches, the observed tests 

of experiments section are encouraging.  

The rest of paper is structured as follows; sec-

tion 2 presents a state of the art describing the 

categories of RS and their methods. In section 3, 

we introduce in details the modeling suggested of 

the items and users in RDF and adopted vocabu-

laries. The section 4 devoted to the phase of im-

plementation and experiments complemented by a 

discussion of the results. In the end, we conclude 

our work with a conclusion and perspective. 

II. State of the art 

Traditionally, information filtering is divided 

into several categories and sub-categories, de-

pending on the approach used and algorithms 

adopted by each approach. Essentially, there are 

[14, 24] contents based filtering also called cogni-

tive filtering, collaborative filtering, also called 

social filtering, and hybrid filtering. In the first 

category, the approach achieves a prediction based 

on a comparison between the themes identified in 

the user profile and those identified in the docu-

ments [15]. 

In the second category which interesting and 

widely studied by developers, we find users based 

methods, where the prediction is calculated with 

the active user 𝑢𝑎  on the basis of evaluations his-

tory of the most similar users (user community) to 

active user,  and items based methods where the 

prediction is calculated on the basis of similarity 

                                                           
1 http://www.w3.org 
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of the items (item community) thus offer the ad-

vantage in term of the control of the items and the 

calculation which can hold an offline [2]. Finally, 

hybrid methods are adopted to combine the ad-

vantages of each method. Breese and al. [13, 15] 

classify the algorithms according to the data 

charged in memory for calculates prediction: 

memory based where the algorithm handles the 

totality of the data and model based where the 

algorithm handles only part of data what allows a 

time-saver. 

The second generation of RS collects the advan-

tageous features of content-based filtering and 

collaborative filtering to improve the efficiency 

and overall performance [20]. Many commercial, 

educational and informational sites integrates RS 

in their servers such as Tapstry [4] for the man-

agement of E-mail, GroupLens [14] for the rec-

ommendation of the articles, Newspaper of Usnet, 

MovieLens for movies, Amazon for CD, books 

and other products [9], VERSIF for new technol-

ogies, Delicous for recommending websites…etc. 

Current research in this field aims to develop a 

semantic RS, based primarily on semantic descrip-

tions of the user profiles and/or of the items and 

the implementation of taxonomies, or ontologies 

to improve the performance and accuracy of these 

systems [12, 18]. We have shown in previous 

research the benefit of integrating semantic infor-

mation and optimization by SVD (Singular Value 

Decomposition). Other research is concerned in 

RS adaptable to the contexts and takes into ac-

count various factors related to the field of appli-

cation [21, 26], others focus on the development 

of RS based on trusted networks [5, 10, 19]. 

However, these systems still suffer from some 

shortcomings such as Cold start [1] where there's 

little information about a new user or item which 

has just joined the system; the problem of Scala-

bility [22] due to the high number of system ele-

ments that generate a combinatorial complexity of 

calculation in order to generate an online recom-

mendation for users; and also the problem of 

Sparcity [25] resulting from the absence of suffi-

cient data for the calculation of similarities even 

the formation of communities, as well as coverage 

issues and selectivity [16]. In this paper, we pro-

ceeded to a standard vision and modular for the 

modeling of the system, each component is for-

malized by an appropriate RDF vocabulary, the 

values of the properties compose a base of 

knowledge for an accomplishment and implemen-

tation, the following section explains the basic 

concepts of this representation. 

III. Proposed approach  

1. RDF modeling 

Resource Description Framework (RDF)2, is a 

data model for the description of various types of 

resources (person, web page, movie, service, book 

…etc.). It treats the data and its properties and the 

relationship between them, in other words it is a 

formal specification by meta-data. A RDF docu-

ment is a set of triplet <subject, predicate, object> 

where the subject is the resource to be described, 

the predicate is the property of this resource and 

the object it is the value of this property or present  

another resource. For a proper identification, the 

resources and the predicates are anchored by URIs 

(Uniform Resource Identifier), in our study we are 

interested in web resources that are identified by 

URLs (Uniform Resource Locator as subset of 

URIs). 

Often, the syntax of such a document is based 

on the XML markup (structure, encoding, interna-

tionalization, character sets… etc), it is always 

possible to present a RDF document by a labeled 

directed graph. 

  Example 

The book '' Semantic Web for the Working On-

tologist '' written by Dean Allemang on July 5, 

2011, in RDF / XML Syntax: 

<?xml version="1.0"?> 

<rdf:RDF 

xmlns:ss="http://workingontologist.org/" 

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-

syntax-ns#" 

xmlns:xsd="http://www.w3.org/2001/XMLSche

ma#" 

xmlns:rdfs="http://www.w3.org/2000/01/rdf-

schema#"> 

<rdf:Description 

rdf:about="http://www.amazon.fr/Semantic-Web-

Working-Ontologist-Effective/dp/0123859654/"> 

<ss:written_by  

rdf:resource="http://www.cs.bu.edu/fac/allemang

/"/> 

</rdf:Description> 

<rdf:Description 

rdf:about="http://www.amazon.fr/Semantic-Web-

Working-Ontologist-Effective/dp/0123859654/"> 

<ss:hasTitle >Semantic Web for the Working 

Ontologist </ss:hasTitle > 

</rdf:Description> 

                                                           
2 http://www.w3.org/TR/2004/REC-rdf-syntax-

grammar-20040210/ 
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<rdf:Description 

rdf:about="http://www.amazon.fr/Semantic-Web-

Working-Ontologist-Effective/dp/0123859654/"> 

<ss:hasDate >July 5, 2011 </ss:hasDate > 

</rdf:Description> 

</rdf:RDF> 

 

N.B:  there is a web validation service3 for 

check and visualize the triples of the data model 

and the associated graph for RDF documents.  

Among the goals of RDF is to specify the se-

mantics of Web resources by treatment of the 

associated meta-data and providing interoperabil-

ity between applications that exchange infor-

mation. Improves the efficiency and accuracy of 

search engines, e-business, social networks …etc. 

The RDF model is shared, open and modular, 

thus, by declaring namespaces which refer to oth-

er vocabularies such as DC or FOAF and to inte-

grate them into a single RDF document. 

2.1 Item’s representation 

A social RS consists of resources “items”, the 

user’s profiles and the history which memorizes 

the interactions of the users (rating) about item’s 

recommended. In addition, each item is identified 

by a set of specific attributes like URI or ISBN or 

generals like color, form, date… etc. 

A. Dublin Core Vocabulary 

Dublin Core (DC)4 is a set of simple and effec-

tive elements to describe a wide variety of web 

resources, the standard version of this format in-

cludes 15 elements of which semantics has been 

established by an international consensus coming 

from various disciplines recommended by W3C. 

The objective of DC is to standardize the meta-

data in order to control and facilitate the use and 

the interoperability of the various types of re-

sources. These elements are gathered in three 

categories those which describe the contents 

(Cover, Description, Type, Relation, Source, Sub-

ject) and those which describe the individual 

properties (Collaborator, Creator, Editor, Rights) 

and others for instantiations (Date, Format, Identi-

fier, Language), the current version is known as 

1.1, validated in 2007 and revised in 2009 by 

DCMI (Dublin Core Metadata Initiative)5.   

B. Description of the items by DC 

 The core of RS is to form properly the commu-

nities, according to well determined criteria, in our 

research we propose to form the items by taking 

                                                           
3 http://www.w3.org/RDF/Validator/ 
4 http://dublincore.org 
5 http://dublinecore.org/douments/dcq-rdf-xml/ 

of account the qualified DC meta-data QDCMI. 

We define the set of items as follows: 

𝐼 = {(𝑖1
1, 𝑖1

2, … , 𝑖1
𝑝
), ( 𝑖2

1, 𝑖2
2, … , 𝑖2

𝑝
),…, 

( 𝑖𝑚
1 , 𝑖𝑚

2 , … , 𝑖𝑚
𝑝

)} 

where  𝑖𝑘
𝑗
   represent the 𝑗𝑒𝑚𝑒  property for item 

𝑘 which is identified by its URI and is specified 

by its qualified. 

We group items by degree of similarity, so I1 the 

set of properties assigned to the ik item and I2  is 

the set of properties assigned to the il item then 

the degree of similarity between ik and il by co-

sine measurement is given by:  

 

sim (𝑖𝑘 , 𝑖𝑙) =
∑ 𝑖𝑘

𝑗
.𝑖𝑙
𝑗

𝑗∈𝐼1 ∩𝐼2 

√∑ (𝑖𝑘
𝑗
)
2

𝑗∈𝐼1   .√∑ (𝑖𝑙
𝑗
)
2

𝑗∈𝐼2  

                (1) 

 

The items are grouped according to the similari-

ty of their DC properties. 

2.2  User’s Representation  

The objective of RS is to deliver the relevant re-

sources to the user, which needs a good making of 

it profile. In our study we took into account the 

contribution of social networks [5, 10] for the 

construction of the communities.  The choice of 

criteria is necessary for assigning a user to a par-

ticular community [16], currently the most com-

mon practice based on syntax RDF is the use of 

the FOAF [6, 8]. 

A. FOAF vocabulary  

FOAF (Friend Of A Friend)6, is an RDF vocab-

ulary for describing in structured manner a person 

and his relationships. FOAF file is specific to each 

person and can contain various information 

(mbox, name, gender, family_name, Given 

name,Home Page, weblog, dateOfBirth, interst, 

accountName, Knows,…etc.). We adopt this rep-

resentation to describe the user’s profiles of our 

SR. We profited of modularity of RDF, these 

profiles can be enriched by other vocabularies 

referenced through namespaces such as DC (for a 

description of a resource), BIO (for describing 

biographical information) Menow (to describe the 

current status of a person), relationship (describe 

the type of relationship with someone) …etc. 

Example: FOAF user profile  

<rdf:RDF 

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-

syntax-ns#" 

                                                           
6 http://www.foaf-project.org 
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xmlns:rdfs="http://www.w3.org/2000/01/rdf-

schema#" 

xmlns:foaf="http://xmlns.com/foaf/0.1/" 

xmlns:dc=http://purl.org/dc/elements/1.1/ 

xmlns:bio=http://purl.org/vocab/bio/0.1/ 

xmlns:menow=http://schema.menow.org/# 

xmlns:rel="http://purl.org/vocab/relationship/ 

xmlns:doac=http://ramonantonio.net/doaw/0.1/ 

xmlns:geo=http://www.w3.org/2003/01/geo/wg

s84_pos# 

….. 

<foaf:Person rdf:nodeID="UserA123"> 

<foaf:name>xxx</foaf:name> 

<foaf:family_name>xxy</foaf:family_name> 

<foaf:homepage 

rdf:resource="http://www.pageperso.com"/> 

<foaf:dateOfBirth>YYYY-MM-

DD</foaf:dateOfBirth> 

<foaf:gender>Male</foaf:gender> 

<foaf:interest 

rdf:resource="http://dbpedia.org/page/Artificial_

intelligence"/> 

<foaf:interest  

rdf:resource="http://dbpedia.org/page/Associatio

n_football"/> 

<doac:Experience> 

<doac:title>Web Development -

DB</doac:title> 

<doac:location>SIM  Labs</doac:location> 

<doac:date-starts>2010-09-19</doac:date-

starts> 

<doac:date-ends>2013-03-18</doac:date-

ends> 

</doac:Experience> 

<foaf:OnlineAccount 

rdf:about="http://www.youtube.com/user/UserA1

23"> 

</foaf:OnlineAccount> 

<foaf:knows> 

<foaf:Person 

rdf:about="http://www..../foaf.rdf"> 

<foaf:name>UserB456</foaf:name> 

</foaf:Person> 

</foaf:knows> 

….. 

<foaf : Person> 

</rdf> 

We note that we have various vocabularies 

joined together for the description of any type of 

user in a standard and structured way. 

B. User’s Community 

The representation of the user profile by vocab-

ulary FOAF has enabled us to build communities 

according to various descriptions (weblog, inter-

est, knows, geo, relationship,…), thus and for a 

new user, the system can easily assign it to a 

close community starting from its FOAF file 

what decreases the problem of cold start in RS. 

Let 𝑈 be the set of users 𝑈 = {𝑢𝐹1,𝑢𝐹2,…𝑢𝐹𝑛} 

and 𝐹 = {𝑓1, 𝑓2, …… . . , 𝑓𝑚}   the set of the foaf 

descriptions for these users. 

Knowing that uF1= {𝑓1
1, 𝑓2

1, ……… . , 𝑓𝑙
1} and 

uF2= {𝑓1
2, 𝑓2

2, ……… . , 𝑓𝑘
2} where 𝑙 ≤ 𝑚 and 𝑘 ≤

𝑚 

Thus, the foaf similarity simf between two users 

uF1 and uF2 by the measurement of cosine are 

given by the relation:  

simf (uF1, uF2)= 
∑ 𝑓𝑗

1.𝑓𝑗
2

𝑗∈𝑢𝐹1 ∩𝑢𝐹2 

√∑ (𝑓𝑗
1)
2

𝑗∈𝑢𝐹1   .√∑ (𝑓𝑗
2)
2

𝑢𝐹2  

            

(2) 

The result of this process makes it possible to 

form the users according to their foaf common 

properties. 

2.  Recommendation engine 

The RS are articulated on three crucial processes 

[4, 7, 14], evaluation of the recommendations by 

the users, the formation of the communities which 

depends on similarity measures and the process of 

recommendation which depends on the values of 

the predictions calculated by the system. In our 

study which is leaning on the hybrids RS, where 

we used three types of similarity to generate rec-

ommendations. 

2.1  Combined similarity  

To have increasingly relevant predictions, we 

proposed a combined similarity while holding in 

account RDF as being a building block of the 

semantic Web, and we use standard vocabularies 

DC (for the description of the items) and the 

FOAF (for the description of the user profiles). 

The formula of combined similarity is given by 

the relation: 

𝑠𝑖𝑚𝑐 = 𝛼𝑠𝑖𝑚𝑑𝑐 + 𝛽𝑠𝑖𝑚𝑓 + 𝛾𝑠𝑖𝑚𝑟                  

(3) 

Where α, β, γ∈ [0, 1] are parameters adjusted 

by the system according to a satisfaction degree. 

  sim𝑑𝑐 resulting from paragraph 

1.1, is the similarity based on the elements 

of DC, is the most important part of our 

http://purl.org/vocab/bio/0.1/
http://schema.menow.org/
http://ramonantonio.net/doaw/0.1/
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approach, because of the availability of 

data and the diversity of criteria for the 

formation of the communities.   

  𝑠𝑖𝑚𝑓  resulting from paragraph 

1.2, is the similarity based on FOAF pro-

files of the users and also it is interesting 

to overcome the cold start problem by the 

assignment of the new user at a close 

community through the means of its 

FOAF profile.   

  𝑠𝑖𝑚𝑟   the rating similarity, in 

order to keep the principle of collabora-

tion in RS, we considered the history of 

user’s evaluations, by the items based ap-

proach adopted by the majority of the cur-

rent systems such as (Amazon, Net-

flix,…etc.), [15, 26] thus the similarity by 

evaluation between 

 two items 𝑖𝑝 and 𝑖𝑞   according to the corre-

lation of Pearson is given by: 

 

     𝑠𝑖𝑚𝑟(𝑖𝑝, 𝑖𝑞) =
∑ (𝑟𝑘,𝑝−𝑟𝑝̅̅ ̅).(𝑟𝑘,𝑞−𝑟𝑞̅̅ ̅)
𝑚
𝑘=1

√∑ (𝑟𝑘,𝑝−𝑟𝑝̅̅ ̅)
2
.(𝑟𝑘,𝑞−𝑟𝑞̅̅ ̅)

2𝑘=𝑚
𝑘=1

         

(4) 

 Where  𝑘 = 1. .𝑚: List of the users ratings 

items 𝑖𝑝 and 𝑖𝑞 . 

              𝑟𝑘,𝑝: Rating value of the user K for the 

item p.  

             𝑟𝑝̅:   Average of the evaluation of the 

item p. 

 

2.2  Prediction calculation  

Its selects the most similar items (the S closer 

neighbors) for the current item, then it generates 

the prediction value for item ik through the rating 

feedback of the current user has for the S similar 

items:   

 

              𝑝𝑎,𝑘 =
∑ (𝑟𝑎,𝑡.𝑠𝑖𝑚𝑐(𝑖𝑘,𝑖𝑡))
𝑆
𝑡=1

∑ 𝑠𝑖𝑚(𝑖𝑘,𝑖𝑡)
𝑆
𝑡=1

                      

(5) 

Where  𝑟𝑎,𝑡 : rating value of the current user has 

on the tieme  similar item. 

              𝑆:      size of the most similar items. 

2.3  Recommendation task 

This step is performed automatically and the 

generation of the list of items which comprises the 

recommendation values assigns the highest pre-

diction (N-top list), as an item is deemed to be 

relevant (recommended by the system) if the pre-

diction value is greater than a threshold δ. 

 

{
 𝑖𝑘   𝑟𝑒𝑐𝑜𝑚𝑒𝑛𝑑𝑒𝑑                   𝑖𝑓  𝑝𝑎,𝑘 ≥  𝛿

      𝑖𝑘    𝑛𝑜𝑡 𝑟𝑒𝑐𝑜𝑚𝑒𝑛𝑑𝑒𝑑                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

IV. Experimentation 

This section is devoted to the experimental re-
sults of our hybrid approach on real data sets. For 
evaluation and comparison, we implemented two 
other traditional basic approaches: user-based 
approach and an item based approach, on an Intel 
Core i5-3570K 3.4 GHz machine with 6 Gigabyte 
of RAM and a 1Tera Byte capacity of hard disk. 

1.  Datasets 

Our proposal is based on modeling in RDF, it 

is more general and takes any data source respect-

ing RDF syntax. For demonstration we exploited 

two datasets: 

 Book-Crossing dataset7, collected for re-
search purposes by Cai-Nicolas Zeigler in 
2004 starting from the famous site Ama-
zone.com, this set includes 278.858 users 
providing 1.149.780 votes to 271.379 
books. To prove our reasoning in §3 we 
extended the BX-book table containing 
ISBN, title, author by DC properties in-
spired always of the same site, such as 
Subject, Description, Publisher, Date… 
etc. Thus, in order to taking into account 
the principle of collaborative filtering we 
took the history of users evaluations in the 

calculated of the similarity 𝑠𝑖𝑚𝑟  by the 
use of the BX-Rating-set    table.  

 foafPub dataset8, it is a set of data extract-
ed from the FOAF files collected during 
the fall of  2004, has 7118 FOAF docu-
ments received from 2044 sites and dis-
tributed under the Creative Commons li-
cense (v2.0). We used SPARQL requests 
to import foaf properties, for example to 
have the value of a property p binding two 
people one applies the query: 

PREFIX foaf:   <http://xmlns.com/foaf/0.1/>  

PREFIX rdf:   <http://www.w3.org/1999/02/22-

rdf-syntax-ns#>  

SELECT mbox1,? mbox2 

WHERE 

  ( ?person1 foaf:mbox ?mbox1 ) 

  ( ?person1 rdf:type foaf:Person ) 

  ( ?person1 foaf:p ?person2 ) 

  ( ?person2 foaf:mbox ?mbox2 ) 
  ( ?person2 rdf:type foaf:Person ) 

                                                           
7 http://www.informatik.uni-freiburg.de/~cziegler/BX/ 
8 http://ebiquity.umbc.edu/resource/ 
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2. Step  

We deployed an XML parser for the extraction 
of DC and FOAF complementary properties, all 
RDF models are exploited by SPARQL9 engine 
of the framework Jena-2.6.4 and to extract the 
essential properties we create SPARQL queries 
through java classes, then we provide to store data 
in tables, and we have defined several functions to 
standardize and collect these heterogeneous prop-
erties, the tables are converted into Matlab files in 
order to deduce matrices of similarities between 
items and/or users and to visualize the plots of the 
results. 75% of datasets are devoted to the training 
phase and 25% for the test. 

3. Metrics  

To evaluate our approach, we proceeded to the 
selection of MAE metric, very popular and specif-
ic for RS also two other metrics (recall and preci-
sion) inspired from information retrieval [1, 17]. 

A. MAE: mean absolute error, calculates the 

mean absolute difference between predicted 

𝑝𝑖  calculated by the system and their real 

scores𝑒𝑖 

|𝐸|̅̅ ̅̅ =
∑ |𝑒𝑖 − 𝑝𝑖|
𝑛
𝑖=1

𝑁
 

          𝑁: Number of items rated by the user.  

B. Recall: is the proportion of relevant items 

returned by the algorithm over the total 

number of existing relevant items, 

𝑅 =
𝑁𝑝𝑟

𝑁𝑝
 

 

C. Precision: is the proportion of the relevant 

items among all those returned by the sys-

tem.   

𝑃 =
𝑁𝑝𝑟

𝑁𝑟
 

These three metrics measure the error, effi-
ciency and quality of RS. 

4. Results and discussion   

In this section, we have the experimental re-
sults on the real datasets (§1.). Figure 1 shows the 
results of the three algorithms which we imple-
mented, user-based, items based and that of our 
proposal. 

 

                                                           
9 http://www.w3.org/TR/2013/REC-sparql11-query-

20130321/ 

 

 

 

 

 

 

 

 

 

Figure 1.  Comparison of prediction error 

Near the neighborhood of size 25, the metric 
MAE records the values of 0.73, 0.72 and 0.69 
respectively for these three algorithms. This re-
markable improvement is founded on the one 
hand, of the incorporation of the DC properties 
and those of FOAF formalism, as additional and 
complementary sources of data, that leads to a 
good determination of communities, also ap-
peased the sparcity problem, on the other hand, 
the adoption of the hybrid approach of the similar-
ities between items and users thus between the 
evaluations given by the users (§ 3.2.1), prove the 
result obtained MAE=0.69, our process led to the 
improvement of the quality and the performance 
of the prediction. 

http://www.w3.org/TR/2013/REC-sparql11-query-20130321/
http://www.w3.org/TR/2013/REC-sparql11-query-20130321/
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Figure 2.  Performance of prediction- Recall 

In the same way, beside a size of 50-60 the re-
call rate reaches 45% for the suggested approach 
(Figure 2), 15% and 30% for the two other algo-
rithms based-user and based items respectively. 

 

Figure 3.  Performance of prediction- Precision 

The same observation was noted for the rate of 
precision where we recorded a rate of 70% for our 
approach DC and FOAF against a rate of 28% and 
41% for the algorithm based-user and based items 
beside 55 neighbors. 

 

Figure 4.  Impact of combination of parameters (alpha, beta, 

gamma) 

A fourth experiment is to vary the three pa-
rameters α, β and γ of the formula (3) to see the 
impact of each parameter on the prediction value, 
we proceeded to vary a parameter α for example 
and the other two taken equal so that α = 1 −
(β + γ) and β = γ, we repeated the same process 
for the two other parameters β and γ. 

We note that the error is weak in interval 0.35 
and 0.45 (figure 4), which explains the importance 
of hybridization by taking into account the meta-
data of resources to completed miss data in order 
to achieve satisfactory results. 

V. Conclusion and outlook      

In this paper, we proved the need for formaliz-

ing the components of a RS by rules recommend-

ed and well structured. Our approach is essentially 

based on a description in purely RDF vocabularies 

through DC (ISO158360) and FOAF to ensure 

interoperability with other applications. Based on 

the advantage of using URIs for the unique identi-

fication of resources and relationships between 

resources, in order to avoid ambiguity and the 

namespace advantage for extensibility and inte-

gration of external data sources. Thus 

the enhancement of the system re-

sources by meta-data weakens the 

sparsity problem, consequently the 

problem of cold start. On the other 

hand, this architecture is modular and 

independent of any field or set of spe-

cific data, that make the system more 

adaptable and global. In addition, 

combination of similarities which we adopted 

shows the improvement of the coverage and accu-

racy of prediction function. A future reasoning 

considered the manner of filtering only the useful 

properties and granted them with adequate 

weights. 
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Abstract-This study concerns electro-magnetic signals 

modelling. The main  proposes of the present paper 

consists of the specification spectral analysis of radia-

tion emitted in heterogeneous environment. Compara-

tive study is presented between polynomial Lagrange 

and neural networks modelling. We show that neural 

networks give best results when it is experimented to 

establish concentration elements of ferrous metallic 

elements. 
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VII.  Introduction  

Our research study consists of establishing sig-

nal processing system which allows to convert 

data during analysis of ferrous sample using spec-

trophotometer using real data and using percent-

age of chemical elements present in the analysed 

sample..    

As basis of our research we use standardised 

samples where the chemical composition is 

known and certified by laboratories using spec-

troscopy chemical analysis [2]  

The purposes of the present study is the model-

ling of electro-magnetic signals using numerical 

models [1] [4], in order to establish and improve 

the use of spectral analysis of radiation emitted in 

heterogonous environment. In modelling, neural 

networks have emerged as powerful tool that has 

been applied by various researchers [5].  

This study is applied to the production industry 

of metal and « font » which require strong com-

petence in the field of ferrous metal analysis.  

Therefore, in order to improve physical and 

chemical quality of the production (elasticity, 

hardness,…, etc.), the metallurgists need to know 

chemical composition of the metal to deal with. 

Therefore, it exist several systems of structural 

scruting of matters. Spectral analysis is among 

the more efficient methods which allows to detect 

the presence of different chemical elements in the 

analysed samples, the results of  measure are 

done with four digits precision. For example we 

can speak about chemical elements the most im-

portant during metal processing like: C, Si, Mn, 

P, S, Al, Ni, Mo, Cr, Cu, V, Mg, Ti etc. 

The principle of spectral analysis is based main-

ly on diffraction the light emitted by sample of 

production during processing, extracted from the 

furnace and solidified. This diffraction produces 

spectra with visible colours characterising each of 

elements present in the sample. The intensity of 

each  of these colours is rigorously et respectively 

proportional to the concentration of each of these 

elements constituting the analysed metal. 

The used equipment consists of a spectropho-

tometer, this equipment is based on the diffrac-

tion of the light emitted by a sample to be ana-

lysed.  This sample which we transmitted an elec-

trical arc. The white light obtained is diffracted 

by optical system which generates several rays 

with different colours. Each of these colours cor-

respond to the frequency and the intensity of each 

of chemical elements present in the sample and 

by percentage of the concentration (%). 

These rays are obtained by sensors and convert-

ed  on electrical tensions using filters computed 

and calibrated in order that each one can react 

exclusively to frequency associated to its design. 

Consequently, each element is characterised by 

electrical signal with unique  frequency. This 

signal is measurable and its amplitude is propor-

tional to concentration of the used chemical ele-

ment. At the end, these signals are recorded and 

converted into binary code and transmitted into 

numerical processing unity (PC). There fore we 

can visualise the concentration of the analysed 

sample.  

 The paper is presents as follows: Section 2 de-

scribes the acquisition system: spectrophotometer 

and PC relation. Section 3 gives the principles of 

neural network model used in the study. Section 4 

presents the results of software based on neural 

network and comparison with Lagrange method.   

VIII. DESCRIPTION OF THE SYSTEM  

The system is constituted by two main parts: 

a) Part one :  the spectrophotometer  : which  is 

electronical and optical equipment which 
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main function is the conversion of   optical 

signal to voltage.    

b)  Part two : the  Computer processing software 

which controls and commands of the spectro-

photometer and the data processing ,  

As example of classical methods there exits 

polynomial Lagrange method of N-1 degree   The 

curve modelled by dx and dy segments. These 

classical methods have advantages and inconven-

ient. 

Our contribution consists of establishing soft-

ware processing of data obtained as voltages 

proportional to elements presents in the analysed 

sample.  

During this study we show that the range of er-

rors of classical methods which have bad effect 

during analysis. Specially, when we use extrapo-

lation of results or if the analysis result value is 

comprised between two far points in etalonned 

curve.  

At last, we try to prove that we can improve the 

result precision of the studied system using new 

method like neural network described in the next 

section. 

IX. NEURAL NETWORK MODELLING 

The neural network model has deterministic 

kind with real computed  output using sigmoid 

function. The architecture is constituted by suc-

cessive layers with input layer and output layer. 

The model use gradient retro-propagation algo-

rithm. This algorithm is used through  the learn-

ing of the model. We can see results obtained 

during learning [see annexe]  

1. Computing the output of the first hidden 

layer  

 k=1 

 

 

 

 

 

 

with : 

            k=1 : indicate the number of the 

layer (in this case the first hidden layer) 

J:  the number of the cell of the layer k 

 m: the number if the cell of layer k-1 

 i : indice of the vector of I/O   (Xi,Ci)  ,  

(with Xi the values of  the axis of abscissa and  

Ci the values of the axis of  ordinates) 

            NS (k): gives the number of cells of the 

layer k             

 

2. Computing the output of the other layer 

 k≠1 

 

   with : 

 

 

 

 

NC : Number of layers (Input layer + Output 

Layer + hidden layers) 

X. RESULTS INTERPRETATION    

Working with adequate configuration of our 

neural network which is specific to each of 

graphs which we studied.  After learning of Neu-

ral Network, we obtain results in the form of  

modelling graphs.   We compare our results with 

the graph generated by polynomial of Lagrange 

(green colour in the graphs(Annexe).  This com-

parison shows the disadvantages of classical 

method which was enable to extrapolate the 

graph out of values of the standardised samples 

and also for far points.  

Whereas, the graphs modelled by neural net-

works ( blue in the graphs) follows the progres-

sion of the values of standardised samples and 

extrapolate perfectly the graph out of some 

points.  

For each element, the intensities obtained by 

analysis versus the correspondent concentrations 

(%) 
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Table 1 : Neural Network Configuration  
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Nickel 2.3 1 5 

Layers 

7 cells 

1 

Silicium 2.3 1 4 

Layers 

8 cells 

1 

 

XI. CONCLUSION 

The main purpose of this paper consists of 

presenting comparison study between polynomial 

Lagrange method and neural network applied to 

ferrous metal detection. We showed that Neural 

Network Model gives good performances for 

spectral analysis.  

As future work, we think about extending the 

method to non – ferrous metal. In the present 

study we limit our selves to six elements and it 

seems interesting to experiment other elements 

and consequently produce rules for neural net-

work configuration.  
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ANNEXE : CURVES OF ELEMENTS  
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Numerical Modelling of the Response Hy-

dromécanique around a Tunnel (Example 

of application: Algiers metro) 
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Abstract-Tunneling at shallow depth can induce 

ground movements that may cause deformation and 

in extreme cases of severe damage to surface struc-

tures this work deals bibliographic analysis and 

numerical modeling of the hydro mechanical re-

sponse around a tunnel. a numerical analysis of the 

effect of excavation of a tunnel towards a low multi-

ple-stage structure centered over the axis of a tun-

nel. The study is performed using the computer code 

Plaxis 8.2 which is based on the finite element 

method (FEM) in plane strain. The analysis applies  

to a real case in this instance the Algiers metro, 

excavation was conducted using the New Austrian 

Method (NMA) taking account of deconfinement. 

Our objective in this work is to estimate numeri-

cally the different movements caused by the con-

struction of a tunnel at shallow depth (vertical and 

horizontal as well as pressure dissipation yard soil 

consolidation movement. 

Keywords 

Tunnel, the Algiers Metro, consolidation, coupled 

hydro-mechanical finite element method. Free sur-

face, settlement, PLAXIS 8.2 

 

1. INTRODUCTION  

The digging of underground is nowadays one 

of the most suitable for the construction of 

infrastructure road and rail transport solutions, 

and drinking water and sanitation networks 

with major cities of the world have a growing 

need . 
One of the major problems associated with 

these structures is formed by the movement 

induced by the work floor. These works are, 

for both economic and functional, usually con-

structed shallow reasons, movements  

they cause, can damage the existing struc-

tures on the surface. 

This problem is even more important in the 

presence of compressible soils. Settlements 

due to construction of the book are in the most 

important cases and they develop over time, 

sometimes for long periods of time after com-

pletion. These deferred deformations mainly 

concern the consolidation of fine soils that 

occurs over time by expulsion of excess pore 

water occupying the voids in the massif..



Models & Optimisation and Mathematical Analysis Journal Vol.02 Issue 02 (2013-2014) 

 

 

20 

 

 

 
 

Fig.1: problematic 

2. Mesh and numerical model  

Given the complexity of movement resulting 

from tunnelling, it seems necessary for the deter-

mination of these movements have a reliable 

computational tool for the numerical simulation 

of this extremely delicate behavior. 

Our contribution is a proper use of a computer 

code PLAXIS 8.2 finite element is a program in 

two dimension finite element specifically de-

signed for analyzes performed deformation and 

stability for differing type of application in ge-

otechnical 

This last is made up of 04 modules summarize 

the almost unique approach to solving the prob-

lem of civil engineering namely: 

The input data program (Input) 

The calculation program (Calculations) 

The program results (Output) 

The program curves (Curves) 

 

This code was used for modelling a digitally the 

case of Algiers metro in particular cutting calcu-

lation was selected in the test section hamma 

garden 

 

The results can be through this program 

PLAXIS are many 

It is clear that the choice of a mesh enormously 

influenced the results we selected only the opti-

mal mesh shown in Fig.2 the 1st forward calcula-

tion and second by giving against the deformation 

of the mesh into account the existence of a struc-

ture on the surface 

Note that a movement of soil occurred at the 

natural surface, so that e at the excavation 

The deformed mesh shows clear ing the exist-

ence of a basin of settlement caused by the con-

struction of the tunnel 

Here has been some shortening the tunnel lin-

ing; this is due to the differing phases of con-

struction such as excavation, filling the annular 

space, the paving 

 

 

 

 

    
    

structure 

 

Settlement Profile 
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Fig.2: deformed mesh 

 
 

 
 

Fig.2: deformed mesh 

 

 

3. Vertical displacement 

The fig.3 shows the distribution of vertical 

displacement is in shade or color curves iso 

value 

Thereafter we consider cuts in the horizontal 

direction (surface and above the tunnel) (key 

point called tunnel) we note that the key verti-

cal displacement is greater than the surface 

4. horizontal movements 

In Simulator way we analyze the distribution 

of horizontal displacement Nuance color and 

iso value curve 

We have shown in a vertical section the evo-

lution of these last we note that the Horizontal 

displacement is almost zero below the tunnel 

5. Evolution of pore pressure in the massive 

Up to this point we have to mention the me-

chanical parameter, as engineer changing the 

pi implies emblem on the principle of Terzaghi 

bishop or a change in the effective stress which 

gives a mechanical effect that is why we pre-

sented the evolution of pi in time with differing 

section 

Over time it decreased pi therefore water 

overpressure induced by the excavation are 

completely dissipated 
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Fig.3: Vertical displacement 
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Fig.4: Horizontal Movements 
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Fig.4: Horizontal Movements 

 
6. 

Conclusion  

The use of computer code Plaxis has enabled us 

to make a two-dimensional analysis of this phe-

nomenon based on the finite element method and 

the results obtained are comparable to those ob-

tained by other codes (Melanie), and measures in 

situ 

     The choice of parameters used in the finite 

element is very important, taking into account 

that the variation curves of the mechanical char-

acteristics of the soil represent the means values 

of the measurements 

Hydromechanical behavior of soils in tunnelling 

Take into account the phenomenon of tunnelling 

interaction with other structures on the surface 

and in depth such as masonry buildings, pipelines 

and underground pipes, deep foundations, tunnel 

existing study of a real example of reference Al-

giers metro study of consolidation around the 

tunnel and the influence of time on the appear-

ance of long term settlements 
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 Fig.5: Evolution of pore pressure in the massive 
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Parametric study of the mechanical re-

sponse Around a Tunnel  

(Example of application: Algiers metro) 
 

Houari Ouabel, doctoral student in Civil Engineering, University of Tlemcen, Algeria 

ouabelhouari@yahoo.fr 

  

Abstract-Tunneling at shallow depth can induce 

ground movements that may cause deformation and in 

extreme cases of severe damage to surface structures 

this work deals with the setting of the hydro mechani-

cal response around a tunnel. a numerical analysis of 

the effect of excavation of a tunnel towards a low mul-

tiple-stage structure centered over the axis of a tunnel. 

The study is performed using the computer code Plaxis 

8.2 which is based on the finite element method (FEM) 

in plane strain. The analysis applies to a real case in 

this instance the Algiers metro, excavation was con-

ducted using the New Austrian Method (NMA) taking 

account of deconfinement. 

Our objective in this work is to make a parametric 

study of geometric parameters differing and so the 

geotechnical parameter mesh position and lap 

Keywords 

Tunnel, the Algiers Metro, consolidation. Finite élé-

ment method. Settlement, PLAXIS 8.2 

1. INTRODUCTION 

The digging of underground is nowadays one of 

the most suitable for the construction of infra-

structure road and rail transport solutions, and 

drinking water and sanitation networks with ma-

jor cities of the world have a growing need. 

One of the major problems associated with 

these structures is formed by the movement in-

duced by the work floor. These works are, for 

both economic and practical reasons, usually 

constructed shallow movements they cause, can 

damage the existing structures on the surface. 

2. Mesh and numerical model 

Given the complexity of movement resulting 

from tunneling, it seems necessary for the deter-

mination of these movements have a reliable 

computational tool for the numerical simulation 

of this extremely delicate behavior. 

Our contribution is a proper use of a computer 

code PLAXIS finite element 8.2 is a program in 

two dimension finite element specifically de-

signed for analyzes performed deformation and 

stability for differing type of application in ge-

otechnical 

This last is made up of 04 modules summarize 

the almost unique approach to solving the prob-

lem of civil engeniring namely: 

The input data program (Imput) 

The calculation program (Calculations) 

The program results (Output) 

The program curves (Curves) 

This code was used for modelling a digitally the 

case of Algiers metro in particular cutting calcu-

lation was chosen in the section hamma- garden 

test 

The results can be thanks to this program are 

many PLAXIS 

It is clear that the choice of a mesh enormously 

influenced the results we selected only the opti-

mal mesh shown in Fig.2 the 1st forward calcula-

tion and second by giving against the deformation 

of the mesh into account the existence of a struc-

ture on the surface (cup packing) 

Note that a ground movement occurred at the 

natural surface, so that e at the excavation The 

deformed mesh ment clearly shows the existence 

of a basin compaction caused by the construction 

of the tunnel 

There has been some shortening the tunnel lin-

ing; this is due to the differing phases of con-

struction such as excavation, filling the annular 

space, the paving
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Fig.1 deformed mesh and cup of settlement 

 

3. Parametric study: 

3.1 The influence of geometric and geotech-

nical parameters 

In this section, we studied the influence of the 

pro splitter and the diameter of the tunnel as well 

as some mechanical characteristic of the field as 

the coefficient of land, friction angle, Poisson's 

ratio, modulus of elasticity, on movement across 

the solid 

3.1.1 The influences of geometric parametric 

Influence depth to study the influence of the ra-

tio of the tunnel on ground motion, we performed 

calculations for three different relationship 

 

We plotted the cup packing for these differing 

depths in the end better see the différence that can 

undergo compaction by varying the ratio 

 

Figure .2 below include the value of settlement 

found through our simulation, as well as the value 

of the width of the bowl 

   It is clear, that ratio increases more than the 

movement increases, this may be explained by 

the fact that the surface settlements are strong 

relationship with the convergence of the ground 

level to the excavation, and the radial movement 

around the tunnel is influenced by the variation of 

the ratio (the  

radial displacement increases by increasing the 

ratio, panet, 1995) which leads to a vault effect 

less important on the contour of the excavation, 

and the settlements the same report were plotted 

for different values of key report similar findings 

were obtained 

   The purpose of a parametric study is to draw 

at the end of the study of charts to guide the user 

in his work by facilitating the task to its first ap-

proximations 

 

 
 

Figure A.2: Variation of depth 

 
 

Figure.3: variation of the diameter 

 

 

3.1.2 Influence of geotechnical parameters of 

the land 

3.1.2.1 Coefficient of land at rest (ko) 

To see the influence of geotechnical parameters 

of the land on soil behavior vis-à-vis the tunnel-

ing, we studied the influence of parameter ko to 

see the influence of the anisotropy of the initial 

stresses three cases been studied with coefficient 

values of land resting+ 0, 2.+ 0.4 
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Figure.4: Coefficient of variation of land at rest (ko) 

 

There through Figure.4 the surface settlements 

are influenced by the coefficient of land at rest, in 

fact, there is a reduction in the maximum surface 

settlement when ko augment 

However, lateral movement does not seem to be 

affected, which allows us to say that the influence 

of the coefficient of land at rest is important on 

the final results of the settlement, these results 

were confirmed by some authors Mroueh (1998) 

Dolzhenko (2002), Robeert (2005) 

3.1.2 .2 soil friction angle: 

The angle of internal friction is a solid friction 

in a skeleton grains order to study the influence 

of this angle on the behavior of land undergoing 

excavation; we performed two calculations for 

the results found were prepared as next the curves 

The variation of the angle of friction affects the 

maximum settlement and seems not to influence 

the width of the bowl, in fact, there is a reduction 

in the amplitude of the maximum settlement 

when the friction angle is about and when there is 

an increase in the settlement there is also a signif-

icant increase in horizontal displacements

 

 

Figure.5: variation of the angle of friction of the soil 

 

 

3.1.2.3 Poisson's ratio: 

The Poisson's ratio characterizing the elastic 

behavior of the material in order to study the 

influence of Poisson's ratio on the behavior of 

soils, we performed two calculations with values 

of Poisson's ratio  

The results for these values have allowed us to 

conclude that this parameter does not substantial-

ly affect the magnitude of settlements, in fact, the 

use of equations of the mmc. 

 

 
 

Figure.6: variation of Poisson's ratio 

3.1.2.4 Soil Stiffness (E): 

Soil stiffness was changed to three calculations 

due to analyze soil movements vis-à-vis Chang-

ing this parameter The results from these calcula-

tions show that the maximum settlements are 

affected by the change in stiffness soil, their am-

plitudes decrease by increasing this module

 

 

Figure.7: variation of soil stiffness (E) 

These results we seem obvious that the increase 

in the modulus of elasticity and stiffens the floor 

therefore are reduced settlements 

 

3.1.2.5 Mesh 

Modification of this parameter The results from 

these calculations show that the maximum set-
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tlements are affected by the variation of the mod-

el grid, their amplitudes decrease with decrease in 

the mesh 

 

 

Figure.8: variation of mesh 

3.1.3 .6 change in position of the Nappe 

The change of this parameter indicates that the 

maximum subsidence are affected by the varia-

tion of the position of the web will increase when 

the amplitudes of the position away from the web 

natural surface 

 

Figure.9: change in position of the Nappe 

 

4. Conclusion: 

According to the parametric study on the influ-

ence of rheological parameters, it was noted that 

the geotechnical parameters have an obvious 

influence on the behavior of soils especially in 

settlements where the need for a proper determi-

nation of these parameters, 

The most influential parameters are Poisson's 

ratio, Young's modulus and the friction angle and 

the parameter mesh type and position of the water 

on the influence of digging a tunnel on the possi-

ble appearance of settlements due to the presence 

of a surface structure, the effect is significant and 

preliminary studies should consider this type of 

work during the various phases to correctly size 

the structure 
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Abstract-System on chip multi calculator (CPU and 

GPU) is a promoted filed to parallelize application 

thanks to the multi-core GPU architecture. GPUs 

(Graphic Processing Unit) ensure the parallelism on 

the chip and discharge the Central Processing Unit 

(CPU). The specification of scheduling and timing on 

GPUs had been always a research problematic. 

MARTE is an efficient semi formal tool for specifica-

tion thanks to the several diagrams of UML and the 

new profiles provided by MARTE which treats the 

software, hardware and scheduling of the specified 

SoC. But it still none valid specification because it isn’t 

proved. That’s why we propose to couple   MARTE 

with the formal method Event B to have a valid and 

proved specification and to validate the task schedul-

ing on the GPU. After having a valid specification a 

second phase of executable code generation from Event 

B specification is essential to execute parallel applica-

tions on the GPU. CUDA is an efficient programming 

language on GPUs because it offers new tools for 

parallel programming.  

Index Terms 

 GPU, MARTE, Scheduling, Timing  Event B, Re-

finements, Code generation, CUDA. 

1. INTRODUCTION 

A System on Chip (SoC) is a total electronic 

system integrated on one chip. A SoC can be 

constituted of a CPU, a memory (DRAM), a bus 

and a specialized unit of processing according to 

the SoC’s function. In the last years the Graphic 

processing Unit (GPU) started to be essential in 

SoCs. GPUs permit to execute parallel tasks on 

the SoC.  

To specify SoCs we need specialized tools such 

as UML10/ MARTE (Modeling and Analysis of 

Real-Time and Embedded Systems) which offer a 

support to cover all the phases of SoC develop-

ment and to specify hardware and software SoC’s 

aspects. But this specification misses the mathe-

matic improves because it’s informal so it can’t 

be considered valid. To solve this problem the 

proposed solution is to couple the UML/MARTE 

                                                           
10UML: Unified Modeling Language  

with a formal tool to have a sure specification 

based on mathematic notions and successive re-

finements.  

We are interested to coupling UML/MARTE to 

the formal method B-event which is an extension 

of B method. Many works have proposed ap-

proaches to translate UML diagrams to B specifi-

cation. The work made by Laleau [1] proposes a 

tool of automatic generation of class and state-

transition diagram to B abstract machines Using 

OCaml language in Rose Programming Environ-

ment. But he found some limits of semantics of 

the concepts which cause the user intervention to 

complete the generated specification. Then Le-

dang [2] proposed an approach to translate the 

comportment diagrams because according to him 

the previous works have interested just to static 

diagrams. He has concentrated on collaboration 

diagram by considering it as layers of objects. He 

proposed the notion of calling-called to link be-

tween layers and generated abstract machines. 

We can say that Ledang [2] has created an effec-

tive tool to translate UML comportment diagrams 

to B specification. In addition, to complete his 

works, Ledang [3] has created a tool named Ar-

goUML+B which permit to generate B specifica-

tions from UML diagrams. This tool has given 

good results in the field of UML translation to B 

specification and it has been developed using 

Java to avoid limits founded in Laleau’s work[1]. 

Based on this works we propose an approach of 

coupling UML/MARTE to B-event specification 

to have proved and verified specification thanks 

to B-event.  

After specifying our SoC we need to generate 

an executable code on GPU from the MARTE 

specification using the proved Event B specifica-

tion as an intermediate. Model Driven Engineer-

ing (MDE) proposes an approach to generate 

executable code from a model throw successive 

transformations of the semi-formal specification. 

In this field several works have been proposed by 

mailto:elarbimostefa@yahoo.fr
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Wendell [4][5] to generate OpenCL11 code from a 

GPU MARTE specification in order to provide a 

tool of code generation for none specialized in 

parallel programming to develop their applica-

tions.  Wendell proposed an MDE approach of 

specification, modeling and generation of 

OpenCL applications. A first specification has 

been done using UML/MARTE and ARRAYOL 

of GPU architecture and the Conjugate Gradien 

algorithm, then a successive transformations us-

ing MOF/QVT (Meta-Object Facility Que-

ry/View/Transformation) result an executable 

OpenCL code on GPU.[4] Another work which 

studies a H.263 video compression (Downscal-

ing) application where a  preliminary MARTE 

specification of the downscaler has been done 

using Gaspard2. Then an OpenCL valid code has 

been generated from Gaspard2 specification.[5] 

We are going to generate a pre-code CUDA 

(Compute Unified Device Language) from 

UML/MARTE specification but after transform-

ing this later into Event B specification to guaran-

tee its validity. 

This paper is divided into several sections, sec-

tion 2 defines MARTE specification. The section 

3 gives a brief description of Event B. In section 

4 we describe GPU’s architecture. Then we pre-

sent our proposition of GPU specification in sec-

tion 5 and we treat a study case of GPU specifica-

tion using UML/MARTE, coupling MARTE with 

Event B and extracting a CUDA code of vector 

addition algorithm using Event B refinements. 

Finally we present our conclusion and some per-

spectives. 

2. MARTE 

The MARTE (Modeling Analysis Real Time 

Embedded systems) profile is an extension of 

UML to complete the missing tools of embedded 

systems modeling. MARTE was created by 

“ProMarte” consortium for OMG (Object Man-

agement Group) users. [6] MARTE is composed 

of four packages: foundations, design model, 

analysis model and annexes. Each package con-

tains several profiles which permit specifying, 

modeling, analyzing and verifying an embedded 

                                                           
11 OpenCL: Open Computing Language 

real time system.  

 

 

Fig 1. MARTE architecture 

MARTE has improved the UML specification 

because: 

 It distinguishes the hardware part from 

the software part using Hardware Resource Mod-

eling (HRM) profile and Software Resource 

Modeling (SRM) profile. 

 It permits to allocate the software appli-

cation on the hardware resources thanks to Allo-

cation profile (Alloc). 

 It permits timing and scheduling model-

ing. 

 It permits performance and scheduling 

analysis using Performance Analysis Modeling 

(PAM) profile and Schedulability Analysis mod-

eling (SAM) profile.  

Several works have used MARTE profile for 

system modeling especially real time embedded 

system thanks to its efficient tools (profiles). We 

mention the work of remote controlled robot 

specification [7] where they used MARTE for 

real time constraints modeling. They stereotyped 

the classes with SchedulableResource stereotype 

in class diagram and they added timing observa-

tion (reference) in sequence diagram to illustrate 

the timing constraints of remote controlled robot 

system.  Another paper where they dealt with 

time specification in an automotive system of an 

ignition control and knock correction in the case 

of four stroke engine. In a 4-stroke engine a cycle 

is composed of four phases: Intake, Compression, 

Combustion and Exhaust. This phases where 

represented by a timing diagram to illustrate the 

timing properties in addition to the MARTE no-

tions of TimedEvent and TimedProcessing used in 

the state-transition diagram.[8] The MoPCom  

approach which is a co-design methodology to 

generate VHDL codes has also used MARTE to 

describe real-time properties and perform the 

platform modeling. In addition to UML diagrams, 

the MARTE profiles SRM, HRM and Alloc have 

been essential in the process of VHDL code gen-

eration.[9] MARTE was also a base of a method-

ology approach for high level modeling and mod-

el+code generation for embedded real time sys-

tems. The methodology consist of specifying a 

system with UML and MARTE profile then the 

specification become a source to model and code 

generation of real time components and schedul-

ing analysis. [10] MARTE became an essential 

element in real time embedded systems specifica-

tion because it offers a multitude tools (profiles) 
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for modeling time constraints, scheduling and 

performance of systems. 

 

3. EVENT B 

Event B is an enriched extension of the formal 

method B created by J. R Abrial [11] for system 

specification, design and coding. It is based on 

Set theory and it specifies the system by abstract 

machines, operations and successive refinements 

which permit to prove, to verify and to validate 

the specified system.  

Event B is based on MODEL notion which de-

scribes the labeled transaction of the system.  A 

MODEL is composed of a static part which con-

tains the states, its invariants and its properties 

and a dynamic part containing transitions 

(events). A MODEL has a name, variants, invari-

ants and Events. A MODEL is completed by a 

formalism celled the CONTEXT. It plays an im-

portant role in MODEL parameterization and 

instantiation. A CONTEXT has also a name, Sets, 

Invariants.[12][13] Each MODEL can reference a 

CONTEXT and many refinements which con-

cretes models and contexts as it is shown in the 

figure 2.  

 

 

Fig 2. Refinements of models and contexts 

 

The Event B method is efficient because it uses 

tools like Atelier B12 and the platform RODIN 

(Rigorous Open Development Environment for 

Complex Systems). This platform is a tool to 

develop and to prove Event B specification under 

Eclipse environment. [12] The main objective of 

RODIN is to create a methodology and support-

ing open tool platform for cost-effective, rigorous 

development of complex, dependable software 

systems and services. [14] 

 

4. GPU ARCHITECTURE 

Graphic Processing Units have a high perfor-

mance processors dedicated to graphics pro-

cessing. Originally, GPUs were oriented to accel-

erating graphics rendering functionality. Lately 

they are used to perform different kinds of gen-

eral purpose computations in a parallel way to 

minimize application’s runtime.[15]  

  GPU is a multi-core architecture used to en-

hance intensive computing and to discharge the 

CPU. A GPU is composed of a Global memory 

(DRAM) and a set of Streaming Multiprocessor 

(SM). Each SM is constituted of a set of Stream-

ing Processor (SP) and each SP is linked to a 

local memory (Register memory). And the SPs of 

a SM are linked to a shared memory. The multi-

core architecture of GPU ensures its efficiency 

and its capacity of computing. [16]  

      

 

Fig 3. GeForce GT GPU architecture 

 

In Nvidia architecture tasks are executed using 

SIMD (Singel Instruction Multiple data) blocs 

written in CUDA. [17] CUDA (Compute Unified 

                                                           
12 Atelier B is a tool that permit operational use of the 

method  B : http://www.atelierb.eu 
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Device Architecture) provides a set of software 

libraries, an execution environment and a multi-

tude drivers for different languages of program-

ming (C,C++,…). CUDA is an extension of C 

language for programming on NVIDIA GPU. 

The computations on a GPU are programmed as 

kernel functions. A kernel program describes the 

execution of a serial thread on a GPU. The kernel 

is launched by the host CPU with specified num-

bers of blocks and threads, where a block repre-

sents a set of a certain number of threads, and all 

blocks in that kernel launch have the same num-

bers of threads. The total number of threads is the 

number of blocks times the number of threads per 

block. [18] Since there is a number of processing 

units on GPU a solution of scheduling is needed 

to organize the execution on GPU.  

  

5. PROPOSED APPROACH VIA A CASE 

STUDY 

Our main objective is to specify a GPU with 

different tools and to generate a valid executable 

code.   

We propose to use UML diagrams and MARTE 

profile to specify a SoC with:  

i. Hardware Resource Modeling (HRM) to 

specify the SoC components,  

ii. Software Resource Modeling (SRM) for 

modeling the applications that will be executed 

on the SoC.  

iii. Allocation (Alloc) profile to allocate the 

software on the hardware components.  

iv. Timing profile for time constraints 

modeling.  

v. Schedulability Analysis Modeling 
(SAM) for scheduling modeling and analysis.  

After specifying our SoC with MARTE profile 

we propose to couple it with Event B specifica-

tion to make it valid, sure and proved with Event 

B rigorous tools. We have proposed a set of rules 

for transformation of MARTE models into Event 

B specification.  

 

Fig 4. Proposed approach of SOC specifica-

tion 

Once a valid, sure and correct specification of 

SoC has been carried out, it could be exploited to 

generate an executable code to be run on the SoC 

hardware resources (CPU/GPU). We propose to 

do a set of refinements of Event B specification 

to generate a parallel executable code written in 

CUDA language which is rich of parallel imple-

mentation on NVIDIA GPU architectures. 

To test our approach we used a case study of 

GPU architecture. We are going to specify a GPU 

architecture using MARTE and Event B with an 

application (Vector addition) which will be exe-

cuted on GPU architecture. 

5.1. GPU specification 

5.1.1 GPU architecture 

We are using a GeForce GT 210 GPU to im-

plement our case study. It is composed of 16 

CUDA cores. The relation between internal GPU 

components is illustrated in the component dia-

gram where each component is stereotyped by 

MARTE stereotypes for each type component 

(hwcomponent, hwRam, hwBus,  hwCompu-

tingResource,…). 

Event B specifica-
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Cuda 
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Fig 5. Component diagram of GPU architec-

ture 

 

The properties of GPU compoenent are illus-

trated by a GPU class where all the GPU details 

are presented. 

 

Fig 6. GPU class 

 

5.1.2 Link between hardware architecture 

and software architecture 

In order to treat the parallel execution of appli-

cations on GPUs we have chosen a simple algo-

rithm of Arrays addition. 

 

 

Fig 7. Vector Addition 

 

The sequential algorithm of Vector addition of 

two vectors A, B (of N dimension) resulting a 

vector C is illustrated thereafter. It is necessary to 

run through a loop to execute the addition opera-

tion. So the time spent in executing vector addi-

tion is doubled.  

 

Algorithm Vector Addition    

Input:  

A,B: array [1..N] d’entier 

Output:C 

Begin 

    i: entier  

    for (i=0 à N ; i++)  

                           C[i]= A[i]*B[i] ; 

     Endfor 

End 

 

To optimize the runtime the vector addition al-

gorithm can be executed in a parallel way on 

GPU architecture thanks to its multi-cores. Each 

addition operation of an element C[i] is calculat-

ed in a CUDA core basing the element A[i] and 

the element B[i]. [19] In this case the execution 

of vector addition follows these steps: 

 Vector A loading on the CPU; 

 Vector B loading on the CPU; 

 Data (vector A, vector B) transfers from 

CPU into GPU; 

 Calculating C: kernel parallel execution 

on GPU which is illustrated in the next algorithm; 

 Data transfers (vector C) from GPU into 

CPU; 

 Vector C display. 
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Algorithm Kernel  

Input: A,B 

Output:C 

Begin 

    int nmbr_bloc,nmbr_thread,affect; 

    affect=nbre_bloc/nbre_thread; 

    if (affect >=0) then 

      Execute (Vector-addition (C[1], C[2],…, 
C[N])) ; 

     endif 

End 

Vector-Addition (C[i]) 

 Begin   

              C[i] = A[i]+B[i] ; 

End 

 

The elemts C[i] are considered as blocs and ex-

ecuted in a parallel way using the A[i] and B[i] 

elements. 

       We specified the vector addition using 

MARTE profile then we allocated the application 

on the hardware architecture (CPU/GPU). 

 

 

Fig 8. Allocation of vector addition applica-

tion on hardware architecture 

 

When a kernel is launched on GPU architecture 

only this kernel is executed, the other kernels will 

wait until it finishes to be executed. This notion is 

represented using MARTE stereotypes (swS-

chedulable, swMutualExclusion) 

  

 

Fig 9. Kernel execution stereotypes 

 

5.1.3 State-transition diagram  

When a task is launched a preliminary test is 

executed on the CPU to affect the task to the right 

processor. If it is a repetitive one it will be con-

sidered as a kernel which is going to be executed 

many times on the GPU-(SIMD) Single Instruc-

tion Multiple Data. If it is a sequential task, it will 

be run once on the CPU.  The state transition 

events are TimedEvent and the state-trasition of 

task execution is stereotyped by 

Timedprocessing stereotype.  

 

 

Fig 10. State-transition diagram of task exe-

cution 

 

5.1.4 Timing diagram 

When the Vector addition is launched the pa-

rameters (Vector A and Vector B) will be trans-

ferred into the GPU and the function of vector 

addition will be a kernel. Then on the GPU the 
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kernel will be divided into blocs that will be exe-

cuted in a semi-parallel way. Each bloc executes 

one operation of addition, then it is affected to the 

result vector C. 

 

 

 

Fig 11. Timing diagram of vector addition on 

GPU 

 

 

5.1.5 Sequence diagram 

The process of vector additionis represented by 

a sequence UML diagram.  

 

 

Fig 12. Sequence diagram of vector addition 

 

5.2 Coupling MARTE with Event B 

The approach of UML/MARTE transformation 

into Event B consists of representing the aspects 

of an application by UML/MARTE diagrams 

then they must be transformed into Event B spec-

ification and proved by Rodin. This technique 

uses MARTE as a start point for modeling orient-

ed object models then they are proved and vali-

dated by Event B tools. Event B gives a correct 

semantic of the Graphic UML/MARTE models. 

 

Fig 13. Process of MARTE trasformation 

into Event B 

5.2.1 MARTE profiles’ Instantiation 

At the beginning we did a preliminary phase of 

MARTE’s specification instantiation of MARTE 

Timing and scheduling profiles to Event B con-

text from MARTE definition. 
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5.2.2 Rules of MARTE specification trans-

formation into Event B 

In order to transform MARTE models into 

Event B specification we proposed a set of rules 

based on the state-transition, class diagram and 

Allocation diagram: 

Rule 1: A class X is transformed into a Ma-

chine X. 

Rule 2: The properties of class X are the varia-

bles of Machine X. 

Rule 3: Each Machine X has a ContextX that 

defines its variables. 

Rule 4: The states of state-transition diagram 

(of class X) are constants in the context Con-

textX. 

Rule 5: The events of state-transition diagram 

are the events of Machine X. 

Rule 6: The software Machines share the same 

context. 

Rule 7: The operations of a class X are the 

events of the corresponding Machine X. 

Rule 8: The hardware machine refines the 

software machines. 

 

Applying these rules on the GPU MARTE spec-

ification we conclude the following Event B 

specification illustrated by a schema (cf.Fig). 

 

 

Fig 14. Resultant machines of transformation 

 

The transformation of GPU class result a GPU 

machine using scheduling and timing profiles: 
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Sstereo-

type ≔ SwSchedulableResource  

act3   

:    

Tstereo-

type ≔ TimedEvent 

act4   

:    

evdura-

tion≔2 

END 

 

Execu-

tion   ≙    

STAT

US 

ordi-

nary 

ANY 

Tst

ate 

WHERE 

grd1   

:    

Tstate = Ker

nel 

THEN 

act6   
:    

Taskstate≔ExecutionE
nd 

act3   
:    

Sstereo-

type ≔ SwMutualExclusionResource   

act4   

:    

Tstereo-

type ≔ TimedEvent 

act7   

:    

evdura-

tion≔30 

END 

 

END 

 

For the application there are three machines refined 

from GPU machine which are presented in the next 

part: 
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MACHINE 

VectorABLoa-

ding 

REFINES 

G

PU 

SEES 

applicationCon-

text 

VARIABLES 

si

ze 

k 

A 

B 

INVARIANTS 

inv1   

:    

size∈
ℕ1 

inv7   

:    

k

∈ℕ 

inv12   

:    
A∈1‥size

→ℕ 

inv13   

:    

ran(A)=ran(Arr

ay) 

inv14   

:    

A∈ℕ
↔ℕ 

inv15   

:    
B∈1‥size

→ℕ 

inv16   

:    

ran(B)=ran(Arr

ay) 

inv17   

:    
B∈ℕ

↔ℕ 

EVENTS 

INITIALISATION   

≙    

STAT

US 

ordi-

nary 

BEGIN 

act1   

:    
size≔10

24 

act4   

:    

k

≔1 

END 

 

TableLoa-

ding   ≙    

STAT

US 

ordi-

nary 

WHEN 

grd1   

:    

k<size

+1 

THEN 

act3   
:    

A(k)

≔k 

act4   B(k)≔k

:    ∗k 

act5   
:    

k≔k
+1 

END 

 

END 

MACHINE 

KernelExecu-

tion 

REFINES 

VectorABLoa-

ding 

VARIABLES 

si

ze 

A 

B 

C 

k 

r

est 

i 

GpuCore-

Number 

af-
fec 

p

os 

INVARIANTS 

inv1   

:    

size∈
ℕ1 

inv2   

:    
A∈1‥size

→ℕ 

inv3   

:    

ran(A)=ran(Arr

ay) 

inv4   

:    
A∈ℕ

↔ℕ 

inv5   
:    

B∈1‥size

→ℕ 

inv6   
:    

ran(B)=ran(Arr
ay) 

inv7   

:    
B∈ℕ

↔ℕ 

inv8   

:    
C∈1‥size

→ℕ 

inv9   

:    

ran(C)=ran(Arr

ay) 

inv 0  C∈ℕ
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 :    ↔ℕ 

inv11   
:    

k

∈ℕ 

inv12   
:    

GpuCoreNum-

ber∈ℕ1 

inv14   

:    

rest

∈ℕ 

inv15   

:    

i

∈ℕ 

inv16   

:    

af-

fect∈ℕ 

inv17   
:    

pos

∈ℕ 

EVENTS 

INITIALISATION   

≙    

STAT

US 

ordi-

nary 

REFINES 

INITIALISATI

ON 

BEGIN 

act4   
:    

size≔10
24 

act1   

     

k

≔1 

act2   

:    

GpuCoreNum-

ber≔16 

act3   

:    
rest≔10

24 

act5   

:    

i

≔1 

act6   
:    

pos

≔1 

END 

 

ThreadDevi-

sion   ≙    

STAT

US 

ordi-

nary 

BEGIN 

act1   
:    

af-

fect≔rest÷GpuCoreNumber 

act2   

:    

pos

≔k 

END 

Compu-

ting   ≙    

STAT

US 

ordi-

nary 

WHEN 

grd1   

:    

af-

fect>0 

grd2   
:    

rest
>0 

grd3   

:    

i<pos+

17 

THEN 

act1   

:    
C(i)≔A(i)+B

(i) 

act3   
:    

k≔k
+1 

act4   
:    

rest≔size
−1 

act5   

:    
i≔i

+1 

END 

END 

5.3 CUDA Code generation 

To exploit the Event B specification we propose 

a refinement approach to pass from Event B spec-

ification into a pre-code CUDA. The CUDA ma-

chine will be treated in another research work to 

generate an executable CUDA code which will be 

executed on the GPU architecture.  

 

Fig 12.Trasformation process of Event B 

specification into Cuda code 

        

This approach could be useful to people who 

can’t implement parallel programs because it is 

difficult and it requires an experience in the field 

of programming. CUDA guaranties a parallel 

implementation of programs with specialized 

tools. In the case of vector addition algorithm the 

Event b specification will turn into the following 

Cuda Machine. 

MACHINE 

CUDAMACHI

NE 

REFINES 

KernelExecu-

tion 

SEES 

CUDAcon-

text 

applicationCon-

text 



Models & Optimisation and Mathematical Analysis Journal Vol.02 Issue 02 (2013-2014) 

 

 

41 

 

VARIABLES 

devi-

ceA 

de-
viceB 

devi-

ceC 

A 

B 

C 

si

ze 

Transfer-

Mem 

CudaMal-

loc 

af-

fect 

GpuCore-
Number 

r

est 

i 

k 

p
os 

Cudafr

ee 

INVARIANTS 

inv1   

:    

devi-

ceA∈1‥size→ℕ 

inv2   

:    

de-

viceB∈1‥size→ℕ 

inv3   

:    

devi-

ceC∈1‥size→ℕ 

inv8   

:    

Transfer-

Mem ∈ TRANSFERDATATYPE 

inv10   
:    

size∈
ℕ1 

inv11   

:    

ran(deviceA)=ran(Arr

ay) 

inv12   
:    

ran(deviceB)=ran(Arr
ay) 

inv13   

:    

ran(deviceC)=ran(Arr

ay) 

inv14   

:    

devi-

ceA∈ℕ↔ℕ 

inv15   

:    

de-

viceB∈ℕ↔ℕ 

inv16   
:    

devi-

ceC∈ℕ↔ℕ 

inv18   
:    

i

∈ℕ 

inv19   

:    

k

∈ℕ 

inv20   

:    

rest

∈ℕ 

inv21   

:    

GpuCoreNum-

ber∈ℕ 

inv22   pos

:    ∈ℕ 

inv24   
:    

Cudafree∈CudaFr
ee 

inv25   
:    

CudaMal-

loc∈Malloc 

EVENTS 

INITIALISATION   

≙    

STAT

US 

ordi-

nary 

REFINES 

INITIALISATI

ON 

BEGIN 

act3   
:    

size≔10
24 

act4   
:    

i

≔1 

act5   

:    

k

≔1 

act6   

:    
rest≔10

24 

act7   

:    

GpuCoreNum-

ber≔16 

act8   
:    

pos

≔1 

act9   
:    

CudaMal-

loc≔nonalloc 

END 

 

CudaAlloca-

tion   ≙    

STAT

US 

ordi-

nary 

BEGIN 

act1   

:    

CudaMal-

loc≔malloc 

act2   

:    
Cudafree≔nonFr

ee 

END 

 

CudaCPUtoGPUtras-

ferts   ≙    

STAT

US 

ordi-

nary 

WHEN 

grd1   

:    

CudaMal-

loc=malloc 

THEN 

act1   

:    

devi-

ceA≔A 

act2   

:    

de-

viceB≔B 
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act3   
:    

Transfer-

Mem≔HostToDevice 

END 

 

ThreadDivi-

sion   ≙    

STAT

US 

ordi-

nary 

BEGIN 

act1   

:    

af-

fect≔rest÷GpuCoreNumber 

act2   

:    

pos

≔k 

END 

 

CudaKernelLaun-

chADD   ≙    

STAT

US 

ordi-

nary 

WHEN 

grd1   

:    

af-

fect>0 

grd2   
:    

rest
>0 

grd3   

:    

i<pos+

17 

THEN 

act1   
:    

de-

viceC(i)≔deviceA(i)+deviceB(i) 

act2   
:    

k≔k
+1 

act3   

:    
i≔i

+1 

act4   

:    
rest≔size

−1 

END 

 

CudaGPUtoCPUtras-

ferts   ≙    

STAT

US 

ordi-

nary 

BEGIN 

act1   

:    
C≔devic

eC 

END 

 

CudaFree   

≙    

STAT

US 

ordi-

nary 

WHEN 

grd1   
:    

rest
≤0 

THEN 

act1   
:    

Cudaf-

ree≔Free 

END 

 

END 

 

 

After having refined our vector addition algo-

rithm into a CUDA machine,  our goal is to gen-

erate a valid CUDA code that guaranties the par-

allelism implementation on GPU architecture. 

6. CONCLUSION 

The paper suggests new approaches of specifi-

cation and implementation of GPU SOC basing 

on MARTE models. The first approach consists 

on validating the proposed MARTE specification 

with the formal tool Event B. The second ap-

proach proposes to refines the event B specifica-

tion to have a pre-Code CUDA. 

The proposed approaches need to be improved 

by new rules. As a perspective we want to im-

plement our approaches with automatic genera-

tion tools to apply our proposed rules of MARTE 

transformation into Event B specification and to 

validate task scheduling on the GPU architecture 

with formal tools such as Event B. Another per-

spective is to generate an executable code from 

the refined pre-code machine CUDA. 
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Abstract— This work describes a theoretical study 

concerning the performance characteristics of an 

electrorheological hydrostatic journal bearing. The 

hydrostatic journal bearing consists of four hydro-

static bearing flat pads fed by capillary restrictors. A 

negative electrorheological (NER) fluid is a Newtoni-

an fluid with a viscosity which decreases when an 

electric field is applied, and which can restore its 

property when the field is removed. A reversible 

change in viscosity occurs in milliseconds with appli-

cation of an electric field. Therefore, these fluids are 

suitable for the real-time control of vibration and 

vibration damping. A linear modeling was per-

formed in order to study the performance character-

istics of a capillary  compensated four-pad hydro-

static journal bearing in order to investigate the 

effect of negative electrorheological fluids and static 

eccentricity ratio on carrying load capacity, flow, 

and the dynamic characteristics (stiffness and damp-

ing)  of an electrorheological hydrostatic journal 

bearing. An electrorheological fluid consists of a 

suspension of micron-sized particles dispersed in a 

dielectric liquid. The discussion of results includes 

some thoughts on future trends. The results present-

ed in this work are expected to be quite useful to the 

bearing designers. 

Keywords—Electrorheological fluid, Hydrostatic 

bearing, Squeeze film lubrication, Newtonian fluids, 

Reynolds equation, Journal bearing dynamics. 

 Introduction  

In rotating machinery, more performance en-

hancement is in demand in terms of speed and 

accuracy. However, these machines face to a vi-

bration problems caused by mass imbalance, bear-

ing defect, and shaft misalignment, especially in 

high speed rotating machinery. For subject of 

vibration suppress, there are three kind of control: 

passive, active and semi active. The hydrostatic 

squeeze film damper  HSFD is a kind of bear-

ing damper that has been used in the process in-

dustry to reduce vibration. It generates its damping 

force capability in reaction to dynamic journal 

motions squeezing a thin film of lubricant in the 

clearance between a stationary housing and a 

whirling journal. However, for rotors operating at 

rotational speed beyond critical speeds, a semi-

active control to reduce vibrations is favourable in 

terms of stability and performance [1]. Smart hy-

drostatic squeeze film damper using an electrorhe-

ological fluid ER as a smart material is effective in 

reducing rotor vibration when the rotor passes 

through the critical speed. 

An electrorheological fluid consists of micron-

sized particles dispersed in dielectric liquid.  Un-

der the action of electric field, the particles in the 

ER suspension are polarised and the interaction 

between the resulting dipoles causes the particles 

to form fabricated structure aligned with the elec-

tric field. A gel-like phase is obtained at zero shear 

rate which is broken only when imposing a shear 

stress greater than a threshold value (the yield 

stress). The rapid transformation (in milliseconds) 

of the ER fluid from a liquid phase to a solid phase 

leads to a dramatic and reversible change in its 

rheological properties (viscosity, yield stress, 

shear modulus, etc.), where the apparent viscosity 

increases by factor as high as 510  [2-5].  

Since the innovation of the ER fluid in 1947 by 

Winslow [6], attention has been paid in order to 

increase the rheological properties induced by 

electric field [2-7]. This effect is termed the posi-

tive ER effect. Wen et al (2003) [8] have reported 

the giant electrorheological effect in a suspension 

of nano-particles, where the yield stress up to 130 

kpa. 

In 1995, Boissy et al [9] found in their studies 

that the apparent viscosity of the ER suspension 

decreases as the external electric field increases. 

This phenomenon is totally opposite to the posi-

tive ER effect, and termed the negative ER effect.  

Negative ER effect could be used in the indus-

try when a controllable decrease of the viscosity is 

expected. The advantage of the viscosity change 

of negative ER fluids is that the behavior remains 

Newtonian [10]. Various other systems were also 

found to display the negative ER effect [11-15]. 

Kimura   et al (1998) [12] studied the ER effect in 
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several UPPG (urethane-modified polypropylene 

glycol) /DMS (dimethylsiloxane) blends, they 

found that the sign positive or negative and the 

strength of the ER effect can be controlled by 

changing the temperature and viscosity ratio of 

UPPG and DMS. Lobry and Lemaire (1999) [13] 

obtained a decrease of the viscosity in a suspen-

sion making use of Quincke rotation: the sponta-

neous rotation of insulating particles (PMMA) 

suspended in a weakly conducting liquid when the 

system is submitted to a DC electric field. They 

found for the first time that an apparent zero vis-

cosity is attained. This system can be tuned in a 

negative range when the system is submitted to a 

DC field, or in a positive range where the external 

field frequency is increased for few hundred 

Hertz. Mitsumata and sugitani (2004) [14] showed 

that the negative ER effect is influenced by the 

swelling of the particles. Cetin et al (2012) [15] 

investigated the properties of the negative ER 

effect in a suspension of colinamite and poly-

indene dispersed in silicone oil. They found that 

the negative ER response was converted to a posi-

tive one by addition of non-ionic surfactant and 

they showed that these materials have the potential 

to be used for vibration damping when doped with 

appropriate surfactants.  

Because of their fast response time and con-

trollable shear viscosity, many ER devices have 

been reported and patented such as clutches, shock 

absorber [16], damping devices [17], micro fluidic 

chips [18], haptic devices [19], etc. One very 

promising application is the use of ER fluids for 

vibration control of high speed lubricated rotor 

bearing systems, based on the electrical alteration 

of stiffness and damping. Nikolajsen and Hoque 

(1990) [20] were first to investigate the perfor-

mance of ER squeeze film damper and to recog-

nize its efficiency. Pecheux et al (1996) [21] in-

vestigated numerically a shaft bearing assembly 

with a  squeeze film damper using negative elec-

trorheological fluid in order to control the dynamic 

behaviour of the shaft. They showed that it could 

be possible to monitor the damping of a squeeze 

film damper. Ahn et al (1998) [22] described a 

controllable squeeze film damper that uses liquid 

crystal LC as a lubricant in rotating machines 

which can produce anisotropic damping forces in 

the horizontal and vertical directions. Liquid crys-

tal is an ER fluid that the Newtonian viscosity can 

be varied by the applied of electric or magnetic 

field strength. They showed that the liquid crystal 

is successfully applied to the SFD for the stabilisa-

tion of rotating system and the damping force can 

be controlled by the externally applied field. Niko-

lakopoulos and Papadopoulos (1998) [23] present-

ed an experiment in a high speed journal bearing 

with small radial clearance, lubricated with ER 

fluid. They showed that ER fluids have a substan-

tial effect on the dynamic characteristics of journal 

bearing operating at high shear rates, even using 

material with the small yield stress (150 pa) in 

realistic bearing configuration. Yao et al (1999) 

[24] studied theoretically and experimentally the 

application of a new disk type to the vibration 

suppression of a rotor system. They found that the 

ER damper can suppress large vibration ampli-

tudes around the critical speed. Seungchul et al 

(2005) [1] investigated the design and application 

of an electrorheological fluid damper to semi ac-

tive vibration control of high speed rotor systems. 

Bouzidane and Thomas (2007) [10] investigated 

the dynamic behaviour of a rotor supported by a 

new hydrostatic journal bearing, and fed with a 

negative electrorheological fluid. They found that 

in order to reduce vibratory response of the rotor 

excited by an imbalance, it is sufficient to use a 

fluid with a high viscosity in order to obtain a high 

damping, however, the NER fluid can be activated 

when operating at speeds higher than critical speed 

without increasing rotor vibration. On the other 

hand, using a negative electrorheological fluid 

(NER) is very efficient when the force transmitted 

to the base must be reduced. When the rotor oper-

ates close to the critical speed, the electric field 

has not to be activated in order to obtain a high 

damping. When the excitation speed is higher than 

1.4 times the critical speed, the electric field must 

be activated in order to reduce damping.  

The objective of this study is to investigate the 

static and dynamic behaviour of a four pad hydro-

static journal bearing fed with a negative electro-

rheological fluid. We present a linear modeling in 

order to study the effect of the negative electro-

rheological fluid on carrying load capacity, flow 

and the dynamic characteristics (stiffness and 

damping).  

Description of hydrostatic journal bearing 

In this study, the hydrostatic journal bearing is 

composed of four identical plane hydrostatic bear-

ing pads, with indices 1, 2 and 3 refer to the char-

acteristics of the upper, left, lower and right hy-

drostatic bearing pads, respectively (Fig. 1).  

Each pad fed with a negative electrorheologi-

cal fluid by a recess, which is supplied by an ex-

ternal pressure Ps through a capillary restrictor-

type hydraulic resistance.  

The calculation of hydrostatic journal bearing 

characteristics is obtained by considering the hy-

drostatic journal bearing as the juxtaposition of 

three hydrostatic bearing flat pads. We assume 

that the fluid flow is incompressible, laminar, 

isothermal, and steady state.  
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Fig. 1: Hydrostatic journal bearing characteris-

tics 

Reynolds equation 

The Reynolds equation allows the computation 

of the distribution pressure Pi(Xi,Zi). This equa-

tion can be solved numerically by applying the 

centered finite differences method, or analytically 

in case of particular assumption of infinitely long 

journals. If we assumed that there is no slip be-

tween the fluid and pad bearing, the boundary 

conditions associated with the speed will be as 

follows (Fig. 2): 

On bearing pad: ;01 iU ;01 iV 01 iW
 

On journal: ;02 iU  ;2



 hV i  
02 iW

 
 

 

 

 

 

 

 

 

Fig.2. Boundary conditions of hydrostatic jour-

nal bearing. 

 

Where
iU1
, 

iV1
 and 

iW1
 are the speeds of the 

surface of the bearing pad N°i and
iU 2
, 

iV2
 and 

iW2
 are the speeds of the surface of the journal. 

With these boundary conditions, and for as-

sumption of incompressible, laminar, isoviscous 

and inertialess fluid flow frees of cavitations, the 

Reynolds equation may be written as: 
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
                         

(1) 

 

Where Ax 0 and

Bz 0 , 
iP  is the hydrostatic 

pressure field of the hydrostatic 

bearing pad N°i, 
ih
 

is the film 

thickness of the hydrostatic bear-

ing pad N°i,
 

ih


  is the squeeze 

velocity of the hydrostatic bearing 

pad N°i, and  is the fluid viscos-

ity.  

It assumed that the pressure in 

the recess is constant and equal to 

riP  and the ambient pressure is 

null. Thus the boundary condi-

tions of equation () are: 

  00,0  zAxPi
,

  00,0  BzxPi
, 

  rii PzzzxxxP  2121 ,
 

Recess pressure 

The recess pressure for each hydrostatic bear-

ing pad is obtained by resolving the flow continuity 

equation. 

siri QQ                                                                                  

(2) 

 

Where
vizixisi QQQQ                                                      

(3) 
 

riQ  is the flow through an orifice hydraulic re-

sistance, 
xiQ

  
and 

ziQ  are the fluid 

flow of the hydrostatic bearing pad 

N°i in the ix  and iz  directions, respective-

ly,  
viQ  is the squeeze flow of the hydro-

static bearing pad N°i. 

iavi hSQ


                                                                               

(4) 

;
00

dyudxQ
ih

xi

A

xi 
                                                                 

(5)  

 yhy
x

P
u ixi 






2

1
                                                          

(6) 

;
00

dyudzQ
ih

zi

B

zi                                                                   

(7)  

 yhy
z

P
u izi 






2

1

                                                           
(8)   

Where 
ziyixi uuu ,,   are the flow velocities in the

iii zyx ,,   directions, respectively.     
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The negative electrorheological fluid 

In this study a negative electrorheological fluid 

which was reported by Boissy et al [9]. They in-

vestigated a suspension of polymethylmethacry-

late PMMA (particles diameter m 15  and 

conductivity mSs /10 14   ) dehydrated 

during 40 hours in vacuum, dispersed in a mixture 

of two liquids ( mSL /10*3 10 ), Ugilec 

*T  (a weakly polar solvent) and mineral oil 
*50TF  in proportion such as to have a liquid 

density equal to that of the solid phase. They 

found that the electric field has a strong influence 

and for a volume fraction of 30%, the viscosity of 

the suspension can be decreased by a factor up to 

about 5.  

Fig.3 shows the relationship between the vis-

cosity and the electric field for the negative elec-

trorheological fluid studied by Boissy et al [9]. 

 

Fig.3. Variation of viscosity with electric field 

in negative electrorheological fluid. 

Analytical results and discussions 

The analytical method is used for the calcula-

tion of the characteristics by considering the par-

ticular assumption of infinitely long journals. 

At the point of operation, when the hydrostatic 

squeeze film damper is in the center position, the 

following relations are obtained: 

000 ,,   irrii PPhh  

Where 
000 ,, rPh  are the film thickness, the re-

cess pressure and the pressure ratio, respectively, 

at the center position of the hydrostatic squeeze 

film damper. irii Ph ,,
 
are the film thickness, 

the recess pressure and the pressure ratio of the 

hydrostatic bearing pad N°i.  

 

The bearing characteristics are set as follows:  

 Bearing pad length ,A=0.1524 m and 

B=0.0254 m; 

 Recess dimension ratio, a/A=0.5 and 

b/B, is 1; 

 The pressure supply, Ps, is 0.1 MPa; 

 The viscosity, , is 0.05 Pa.s; 

Film thickness analysis 

As seen in fig.4, the film thickness is studied 

according to the pressure ratio at the point of oper-

ation as the electric field applied E=0 kV/mm. 

This figure shows that the film thickness decreases 

when the pressure ratio increases. 

 
Fig.4. Film thickness versus pressure ratio 

 

Static characteristics analysis 

Fig.5 shows the effect of eccentricity ratio 

and of the electric field on the carrying load ca-

pacity. This curve shows that the load capacity 

increases when the pressure ratio increases. It 

must be noticed that the electric field has no 

effect on the load capacity. Fig.6 shows the ef-

fect of the eccentricity ratio on the flow rate re-

quirement at the point of operation for different 

electric fields. The flow rate increases when the 

electric field increases because the viscosity of the 

NER fluid decreases when the electric field in-

creases, and as a result, the flow increases since it 

is inversely proportional to the viscosity. 

Dynamic characteristics analysis 

Fig.7 shows the influence of eccentricity ratio 

and of the electric field on the stiffness coefficient 

at the point of operation. As seen in Fig. 7, there is 

no effect of electric field on the stiffness coeffi-

cient because it is independent to the viscosity. 

Fig.8 shows the effect of the eccentricity ratio for 

the different electric fields on the damping coeffi-

cient. This curve shows that the damping coeffi-

cient increases when the eccentricity ratio increas-
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es. On the other hand, the damping coefficient 

decreases when the electric field increases since it 

is proportional to the viscosity. 

 

 

 

 

Fig.5. Carriying load capacity versus 

eccentricity ratio for different electric field. 

Conclusions 

A linear modeling was performed using analyt-

ical methods in order to investigate the effect of 

negative electrorheological fluids on carrying load 

capacity, flow, and the dynamic characteristics 

(stiffness and damping coefficients) of a four-pad 

hydrostatic squeeze film damper HSFD using a 

capillary restrictor-type  hydraulic resistances . 

The results can be summarized as follow: 

 The electric field has no effect on the carrying 

load capacity. 

 When an electric field is applied, the viscosity 

of the negative electrorheological fluid de-

creases and this leads to an increase in the 

flow rate requirement. 

 The stiffness coefficient is not influenced with 

the application of the electric field. 

 The damping coefficient decreases when ap-

plying an electric field. 

 

 
Fig.6. The flow rate versus the eccentricity ratio 

for different electric field. 

Fig.7. The stifness coefficient versus the 

eccentricity ratio for diffrent electric field.  

 
Fig.8. Damping coefficient versus the eccen-

tricity ratio for different electric field 
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XII.  Introduction  
The Multiple Knapsack Problem (MKP) is a 

variant of the knapsack problem (KP) whose reso-

lution is much more difficult, the fact that we have 

this problem in areas as different application than 

the economy, industry, transport, cargo loading and 

distributed computing, gives it a great practical 

interest [1]. 

Viewpoint Artificial Intelligence, the problem 

of Multiple Knapsack is strongly NP-complete. 

This means that the resolution of this problem can-

not be done in polynomial time. In other words, an 

exact algorithm is required for optimal resolution.  

The objective of this work is to improve the 

performance of a heuristic proposed by IRT Laala-

oui [2], and solve the problem of multiple Knap-

sack in a way we approached using local search.  

I. Presentation of the Multiple 

Knapsack Problem 
The Multiple Knapsack Problem (MKP) is a gen-

eralization of the standard 0-1Knapsack Problem 

where instead of considering only one knapsack, 

one tries to fill m knapsacks of different capacities 

[3]. Consider a set N = {1... n} of items to be load-

ed into m knapsacks of capacity ci with i {1, ... 

m}. Each item jN is characterized by its 

weightwj, and its profit pjand its decision varia-

ble xij which is worth 1 if the item j is loaded into 

the knapsack i and 0 otherwise. It is then to find m 

disjoint subsets of N (where each subset corre-

sponds to filling a knapsack) that maximize the 

total profit made by the sum of the selected items. 

The mathematical formulation of the problem 

MKP is as follows: 

𝑀𝐾𝑃

∶  

{
 
 
 
 

 
 
 
 max∑∑𝑝𝑗𝑥𝑖𝑗

𝑛

𝑗=1

𝑚

𝑖=1

𝑠. 𝑐 ∑𝑤𝑗𝑥𝑖𝑗 ≤ 𝑐𝑖  , 𝑖 ∈  {1, … ,𝑚}

𝑛

𝑗=1

∑𝑥𝑖𝑗 ≤  1 , 𝑗 ∈  {1, … , 𝑛}

𝑚

𝑖=1

𝑥𝑖𝑗 ∈  {0, 1}, 𝑖 ∈  {1, … ,𝑚}, 𝑗 ∈  {1, … , 𝑛}.

  ……….     (1) 

Where  𝑝𝑗 , 𝑐𝑖 and 𝑤𝑗  are positive integers. 

In order to avoid any trivial case, we make the 

following assumptions. 

 All items have a chance to be packed (at 

least in the largest knapsack): 

j ∈{1..n}

Max   wj   ≤

i ∈ {1,…,m}
Max   ci        …… (2) 

 The smallest knapsack can be filled at least 

by the smallest item: 

 

j ∈{1..n}

Min   wj   ≤

i ∈ {1,…,m}
Min   ci           …… (3) 

 There is no knapsack which can be filled 

with all items of N: 
∑ wj
n
j=1 >

i ∈ {1,…,m}
Max   ci         …… (4) 

II. resolution method of MKP 
The approaches proposed in the literature to solve 

the problems of the family of the backpack are 

either exact methods are heuristics. The exact 

methods are able to solve a problem to optimality 

but in exponential time [4]. Heuristic methods 

provide an approximate solution, good quality in 

reasonable periods of time [4]. Heuristics are either 

simple heuristic are meta-heuristics.  

1. The exact method 

The exact methods proposed in the literature to 

solve problem MKP are based on the Branch-and-

Bound (B &B). 

 Ingargiola and Korsh [5] proposed a 

branch-and-bound algorithm which used a 

reduction procedure based on dominance 

relationships between pairs of items. 

 Hung and Fisk [6] proposed a method 

based Branch and Bound with depth-first 

strategy as a journey. The upper bounds 

are obtained using Lagrangian relaxation, 

with a decreasing scheduling capacity 𝑐𝑖 . 

mailto:belbelsamir@gmail.com
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 The algorithm of Martello and Toth [7] 

improves proposed by Hung and Fisk with 

the calculation of upper bounds using sur-

rogate relaxation and taking the minimum 

of the Lagrangian upper bounds and surro-

gate relaxation method.  

 Martello and Toth[8] proposed an algo-

rithm (bound and bound) algorithm im-

proves the Martello and Toth[7]a powerful 

base of B&B to solve the MKP. This algo-

rithm, called MTM (Method Martello and 

Toth), applies heuristics Greedy, which in-

volves solving a series of problems with m 

single Knapsack.  

 Pisinger[9] improved the algorithm MTM 

by incorporating an efficient algorithm for 

calculating higher and better reduction 

rules for determining the items that can be 

set to zero terminals and a method that at-

tempts to reduce the ability of backpacks. 

This new algorithm is called Mulknap. 

Power Mulknap located in allocating 

100000 items in one second. So Pisinger 

has succeeded with Mulknap resolve cases 

problems with very large (n = 100 000, m 

= 10) in a second. But at the same time it 

fails to resolve cases in smaller problem (n 

= 45, m = 15), when the ratio n/m is be-

tween 2 and 5 (2 ≤ n/m ≤5).  

 Fukunaga and Korf [10] proposed the bin-

completion method is a technique based 

branch- and-bound. It uses the strategy 

depth first. Each node of the search tree 

represents a maximum possible allocation 

for a particular knapsack member.  

 A.Fukunaga[11] improved bin-completion 

method in the case of relatively large bod-

ies (n = 100). But the ratio n/m is the major 

problem in all existing algorithms.  

2. Existing solvers 

There are many solvers have been developed 

for solving the problem of the backpack. We dis-

tinguish between free software and commercial 

software. Commercial software often has superior 

performance to the free solvers. There are two 

principal existing business software is: The com-

mercial solver IBM ILOG CPLEX and XPRESS-

MP solver. There exist also two principal free 

software are: GLPK and Boob ++. 

3. Heuristics 

Heuristic methods have been proposed for the 

problem of multiple bag back in order to find good 

solutions within a reasonable time, heuristic 

MTHM, CRH and IRT are proposed to solve the 

problem MKP. 

 The heuristic (MTHM) of Martello and 

Toth [12] is a very efficient heuristic to 

solve the problem MKP It takes place in 

stages present in the following Figure. 
Fig. 1 : Heuristic MTHM 

 The heuristic RCH described by Lalami et 

al. in [13] is a heuristic with a polynomial 

time complexity for solving the MKP. Un-

fortunately, this heuristic resolve any prob-

lems that could be solved using optimality 

Mulknap i.e. instances of problems with a 

large n/m ratio, which is where the 

Mulknap gives the best results in less sec-

ond. The authors fail to describe the inter-

esting case of problems with a small ratio 

n/m. 

 In [2], Laalaoui proposed a heuristic to 

solve the problem completely dependent 

exchanges found in MTHM and also to in-

crease the efficiency of the latter method 

(improved profit). This new heuristic inte-

grates three simple heuristics (Replace-

One-By-One, Replace-Two-By-One and 

Replace-One-By-Two) with MTHM by 

two different techniques: the first tech-

nique is simple (SRT) and the second itera-

tive (IRT).  

4. Metaheuristics Methods 

Among the proposed literature to solve the 

problem MKP methods that uses genetic algo-

rithms metaheuristic methods, methods are lo-

cated: HGGA (Hybrid Grouping GA) [14], 

WCGA (Weighted Coding GA) [15], Ugga 

(Undominated Grouping GA) [16] and Repre-

sentation-RSGA (Switching GA) [17]. 

III. Local search heuristic for MKP 
Local Search is used by many metaheuristic. It 

is about making incremental improvements to the 

current solution through a basic transformation 

until no improvement is possible. The solution is 

called local optimum found with respect to the 

transformation used, as shown in Fig.2.  

Fig. 2 : Local Search 

Heuristic:  MTHM 

Input: n, 𝑝
𝑗
 , 𝑤𝑗 , 𝑦𝑗,z,𝑐𝑖 

Output : 𝑦
𝑗
 ,z 

Begin 

    [ Initial solution ] : Procedure GREEDYS 

    [ Rearrangement ]  

    [First improvement ]  

    [Second improvement ]  

End 
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Technically, the local search consists of a series of 

transformations of the solution to improve it every 

time. The current solution S is replaced by a better 

solution S’ N(S) in its vicinity. The process stops 

when it is no longer possible to find-improving 

solution in the vicinity of S, such that the algorithm 

written Fig. 3 
Fig. 3 : Algorithm for Local Search 

Our proposal to solve the problem MKP with local 

search method is using the following steps:  

 Step 01: initial solution; 

 Step 02: Perturbation solution 

 Step 03: improve the solution; 

 Step 04: repeating the process a number of 

times. 

1. Initial solution 

For the initial solution of this method we will use 

the IRT technique written by Y. Laaloui in [2]. 

2. Perturbation solution 

We know that one of the disadvantages of IRT and 

MTHM is the lack of randomness .This drawback 

severely limits the ability to better search space 

exploration.  

In our new technical we introduce some random-

ness to the solution of step disturbance. The princi-

ple of perturbation solution is to randomly remove 

one item or several items of the solution as men-

tioned in the procedure Perturbation. 

3. Improve the solution 

 For the third step the procedures for exchanging 

items is applied (Replace-One-By-One, Re-

place-Two-By-One, Replace-One-By-Two) and 

the steps are repeated for a number of times. 

The figure (Fig .4) shows the general algorithm 

of the method of local search for MKP.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 :Local Search Heuristic for MKP 

IV. Experimental Results 
To measure the effectiveness of our work, we 

have implemented in C programming language, 

this choice is justified by the speed of the lan-

guage. And we used the system Lunix (Ubuntu) 

as a platform for development, since it is widely 

used in the academic community, and to use shell 

scripts. The technical Mulknap work is written in 

C13 .While the code of the implementation 

MTHM is written in FORTRAN14and we con-

verted to C using the f2c converter.  

We used the optimization tool IBM ILOG 

CPLEX commercial solver version 12.2.5. All 

techniques are established in the same environ-

ment using the GCC compiler. All tests were 

performed on a 2.2 GHz Intel Core Duo 2 proces-

sor with 2GB of RAM. We have used A. Fukuna-

ga's data-set which was used in [16][17]. This 

                                                           
13http://www.diku.dk/Pisinger/codes.html 
14http://www.or.deis.unibo.it/staff-pages/Martello/cvitae.html 

Algorithm:  Local Search 

Input: S 

Output : N 

best  true 

Whilebest = truedo 

      best  false 

for (S’  N(S)) do 

if (S’ is best of S) 

SS’ 

best  true 

return 

http://www.diku.dk/Pisinger/codes.html
http://www.or.deis.unibo.it/staff-pages/Martello/cvitae.html
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benchmark is a set of 12 problem instances, four 

instances in each one of the three types: strongly 

correlated, weakly correlated and multiple subset-

sum. The number of knapsacks is 100; the number 

of items is 300 in each problem instance.  

Results of our experimental study are shown in 

tables 1, this contains a comparison to IRT, 

MTHM, Mulknap techniques and IBM ILOG 

CPLEX solver on a data-set from literature [16,17], 

It is clear that the method attendant gives a result 

better than Mulknap and CPLEX solver either as a 

solution or as a time over the local search method 

for MKP improves the results obtained by the IRT 

technique with a time greater than the time of the 

latter method, although it remains our proposal 

novella usable in real time because time does not 

exceed one second. 

 

 

 
TABLE 1 : RESULTS ON UNCORRELATED,STRONGLY 

CORRELATED AND MULTIPLE SUBSET-SUM INSTANCES 

COMPARED TO IRT ,MTHM , MUMKNAP TECHNIQUES AND IBM 

ILOG CPLEX SOLVER . TIME COLUMNS SHOW THE TIME IN 

SECONDS. 

V. Conclusion 
In this article we described an improvement of 

IRT technique. The proposed method succeeds to 

give better results compared to IRT, Mulknap and 

CPLEX with reasonable. 

The future work on this new heuristic approach 

includes a depth experimental study in large-scale 

data-sets. 
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Abstract-In this paper we report the SrAl2H2 electron-

ic structure which is a zintl phase hydride in frame of 

the density functional theory (DFT) using the plane 

wave and pseudopotential method. We discuss the 

chemical bond nature using total and partial density of 

states (DOS) and also we calculated the enthalpy for-

mation of the SrAl2H2, the phonon frequencies and the 

thermodynamic functions for hydrogen storage. 

Keywords: Hydrogen Storage, Zintl Phase, Metal 

Hydride, Electronic Properties, Density Functional 

Theory. 

 

Introduction: 

Many metals and intermetallic compounds ex-

hibit the ability to absorb and react with hydro-

gen. Recently aluminum-derived hydrides have 

been considered as an alternative method for 

hydrogen storage, because they offer the im-

proved energy density. 

Hydrogen materials with Al–H bond such as 

SrAl2H2 have received more attention those last 

years for their high capacity of storage [1, 2].  

Gingl et al. [3] discovered that SrAl2H2 is a 

Zintl-type hydride. This compound is synthe-

sized by exposing the intermetallic SrAl2 to hy-

drogen gas under 50bar and rising the reaction 

temperature slowly from 100 to 200°C [3]. It's 

crystallizes with trigonal structure in 3 1P m

space group (see Figure 1-a). 

Alkali metal aluminum hydride can absorb and 

desorb large amount of hydrogen reversibly at 

moderate conditions.  

In order to optimize the hydrogen storage in 

SrAl2H2 compound several experimental and 

computational works have been realized. Gingl 

et al. [3] have studied the hydrogenation of SrAl2 

by X-ray powder diffraction and found that the 

reaction proceeds in three steps. Orgaz et al. [5] 

investigated the electronic structure of SrAl2H2, 

Ca3SnH2, and Ca5Sn3H by means of the full-

potential linearized augmented-plane-wave 

method. They found the SrAl2H2 and Ca5Sn3H 

hydrides are metallic and Ca3SnH2 is a small-gap 

semiconductor. The bonding characteristics 

study of SrAlSiH, SrAl2H2, SrGa2H2 and 

BaGa2H2 using DFT calculations were done by 

Subedi et al. [6]. Their results indicate that in 

SrAl2H2 the Al layers are nominally neutral i.e 

not polyanionic. 

In this study, all the computations have been 

done using the ABINIT code [7] based on pseu-

dopotentials and plane waves in density func-

tional theory (DFT) [8]. Fritz–Haber–Institute 

GGA pseudopotentials [9] are used to represent 

atomic cores. The enthalpy formation is calculat-

ed using LDA approximation of Troullier and 

Martins [10].The electronic wave functions were 

expanded in plane waves up to a kinetic energy 

cutoff of 40 hartree and a 6 × 6 ×6 grid for k-

point was used. 

The aim of this work is to contribute to the in-

vestigation of the zintl phase hydride SrAl2H2 by 

calculating and analyzing the electronic proper-

ties and enthalpies formation of this compound.  

 

  

Figure 1: SrAl2H2 structure (green: Sr, blue: 

Al, red: H), (a) our work, (b) taken from ref [3] 

Results and discussions 

(

a) 

(

b) 
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Crystal structure 

The crystal structure of SrAl2H2 is known and 

occurs in a trigonal space group 3 1P m  (164) 

with Sr (0, 0, 0), Al (1/3, 2/3, 0.4608) and H 

(1/3, 2/3, 0.0964) and has a cell parameters of 

a=4.5283(Å), c=4.7215(Å) which are experimen-

tally determined [3]. The relaxed structure ob-

tained in this study is in good agreement with the 

reported structure from the experiments [3] 

(a=4.5949(Å) and c=4.7909(Å), Al (1/3 2/3 

0.4570), H (1/3 2/3 0.0849)). Also the lattice 

constants of Sr and Al which have a fcc structure 

are taken from reference [11]. 

Al atoms are arranged as a slightly puckered 

graphitic layer. Additionally each Al atom is 

coordinated to one hydrogen atom. In SrAl2 the 

puckered Al hexagonal layers are connected by a 

long Al-Al interlayer bonds which are cut in 

SrAl2H2 and terminated by hydrogen atoms (see 

Figure 1-b). 

In Table I, we reported the bonding distances 

of each element that composes the SrAl2H2 com-

pound. 

Bondings Distance (Å) 

Sr-Al 3.4396 

Sr-H 2.6838 

Al-H 1.7826 

Al-Al 2.6846 

H-H 4.7809 

Table 1: Bonding distance in SrAl2H2 

The formation energy (enthalpy formation) 

We have take into account two reactions relat-

ed to the formation of the zintl phase hydride 

SrAl2H2:  

Sr + 2Al + H2  SrAl2H2 (1)a 

SrAl2 + H2  SrAl2H2 (2)b 

To calculate the formation heat of the reaction 

(1) we subtracted the total energies of the pure 

elements Sr, Al and the hydrogen molecule from 

their hydride SrAl2H2. 

Table 2 contains the total energy and the for-

mation enthalpy computed of SrAl2H2 for two 

different reactions. The total energy of the hy-

drogen molecule is -31.4020 (eV) and has been 

also calculated. The heat formation of the second 

reaction is much less than the first one, making 

the reaction (2) more favorable for the formation 

of SrAl2H2 compound. 

Ele-

ments 

Total Energy 

(eV) 

Enthalpy For-

mation (kJ/mol) 

Sr -576.4821 - 

Al -64.0722 - 

H2 -30.8229 - 

SrAl2 -712.3662  

SrAl2H

2 
-743.6903 

795.1257a 

48.3584b 

Table 2: Calculated heat of formation of 

SrAl2H2 

 

Electronic structure 

The total and the partial densities of state for 

SrAl2H2 are plotted in "Fig. 2" and "Fig. 3" 

which are similar to that obtained previously by 

Orgaz and Aburto [5], Subedi and Singh [6]. The 

electronic structure is metallic without the ener-

gy gap. We can also say that SrAl2H2 is weakly 

metallic because the DOS reach a value of 

0.0016 (states/eV/cell) at the Fermi level (-

0.3129 eV). 
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Figure 2: The total density of state of SrAl2H2 

In Figure 2 at the bottom of energy scale, we 

can see two peaks; the first concerns the H-s/Al-s 

bonding interaction. This is followed by a second 

peak mainly produced by the H-s states, where a 

non-negligible and small Al-s,p orbital contribu-

tion is present. This can be seen in the PDOS 

plots of Figure 3. The second part of the DOS 

plot is well separated from the first. Two main 

contributions appear in increasing order of ener-

gy. First, there is a complex H-s/Al-s orbital 

interaction including small Sr-d and Al-p contri-

butions. This is completed by the Al-p states up 

to the Fermi energy. The PDOS of Sr has a very 

small contribution to the valance band from the 

region -10 (eV) to 0. 
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Figure 3: Partial density of state for SrAl2H2 

 

The dynamical Properties 

Phonon frequencies were subsequently ob-

tained using the linear-response method, which 

avoids the use of supercells and allows the calcu-

lations of the dynamical matrix at arbitrary q 

vectors. These were later employed to obtain by 

interpolation, the phonon frequencies at arbitrary 

points in reciprocal space and the phonon-

dispersion relations. The phonon densities of 

state (DOS) could be obtained from the phonon-

dispersion curves. 

The phonon dispersion curves for SrAl2H2 

along several high-symmetry lines are plotted in 

“Fig. 4”. These results agree qualitatively with 

phonon DOS of SrAl2H2 reported by Subedi et 

al. [6] using linear response as implemented in 

the QUANTUM-ESPRESSO package [6], and 

by Lee et al. [12] using direct method with 

supercells and plane-wave basis set in the VASP 

code [12]. 

Firstly, it can be noticed the presence of four 

separate bands due to a large mass difference 

between H atoms and (Sr, Al) atoms. Secondly, 

the SrAl2H2 is dynamically stable since through-

out the Brillouin zone all phonon frequencies are 

positive. The phonon frequencies are in the range 

of 0-1080 cm-1. 

It is noticed also the existence of frequency gap 

between optical and acoustical modes due to the 

mass difference between Sr and Al atoms. The 

frequency-gap between the acoustic and optical 

branches depends on the mass difference. 
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 Figure 4: Calculated phonon dispersion curves 

along symmetry lines for SrAl2H2 

Thermal properties 

Thermodynamic functions of SrAl2H2, could 

be determined by the whole phonon spectrum. In 

the present study, the phonon contribution to the 

Helmholtz free energy F, the internal energy E, 

the entropy S and the constant-volume specific 

heat Cv, at temperature T, are calculated using 

the harmonic approximation [13]: 


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Where: 

Bk  is the Boltzman constant. max  is the 

largest phonon frequency. 

)(g is the normalized phonon density of 

states with  
max

0
1)(



 dg . 

The obtained results are shown in “Fig. 5”. 

When temperature increases; the calculated free 

energy F for SrAl2H2 decreases gradually. 

However, the calculated E and S increase 

continually. F and E at zero temperature 

represent the zero-point motion [11] and the 

calculated value is 34.127 kJ/mol. 

The calculated Cv exhibits the expected T3 

power-law behavior Cv at lower temperatures, 

for higher temperatures reaches a classic limit of 

123.365 J/mol.cell.K, in good agreement with 
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the classic law of Dulong-Petit at higher 

temperatures. 

Unfortunately, no experimental values of Cv 

for SrAl2H2 are found. Our calculated values can 

be seen as a prediction for future investigations. 
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Figure 5: The calculated phonon contribution to 

the Helmholtz free energy F (a), the internal 

energy E (b), the entropy S (c) and the constant-

volume specific heat Cv (d) 

Conclusion 

In this work we report the electronic structure 

calculations for SrAl2H2 compound using the 

ABINIT code. The electronic structure is ob-

tained from GGA, generalized gradient approxi-

mation. Formation energy for SrAl2H2 is calcu-

lated for two different possible reaction path-

ways. This allowed us to know that is better to 

synthesize our compound from the precursor 

material SrAl2 than from each element that com-

poses the zintl phase hydride. Also from the plot 

of the DOS, we noted that SrAl2H2 has no gap 

which means that our compound is a metallic 

and the valence band is dominated by hydrogen 

atoms. The phonon frequencies and phonon den-

sity of states at the Brillouin zone have been 

obtained using the density functional perturba-

tion theory. No experimental values of the ther-

modynamic functions for SrAl2H2 compound 

have been reported in the literature; thereby the 

calculated values could be used for future stud-

ies. 
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Abstract-Ternary compounds with structures of the 

family of chalcogenide chalcopyrite I-III-VI2 (I = Ag, 

III = Ga, VI = S, Se) form an extensive semiconductor 

materials group with diverse optical and electrical 

properties. Ternary alloys with this composition are 

well known for their potential applications in the indus-

try of electronic devices and photovoltaics. From a 

structural point of view, they crystallize with a tetrago-

nal symmetry in the space group I42d (No. 122). The 

objective of the present work is to predict the structural 

properties, such as lattice parameter, bulk modulus as 

well as its derivative compound AgGaSe2 and their 

mechanical and electronical properties such as band 

structure and optical properties using the first principle 

methods (FP-LMTO). 

1. Structural properties:  
The fundamental state properties of our mate-

rial were obtained by the use of a mathematical 

calculation based on the FP-LMTO method, by a 

GGA treatment of the exchange energy and cor-

relation. The commonly used procedure to deter-

mine the structural properties in the vicinity of 

equilibrium consists in evaluating the total system 

energy for different values of c/a at constant vol-

ume (see Figure 1). Finally we calculated the 

total system energy for various values of network 

parameter for a constant c/a (see Figure 2). The 

obtained results are then adjusted to the Murna-

ghan state equation [1]. 
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Figure (1): variation of the total en-

ergy as a function of c/a of the Ag-

GaSe2 compound with the FP-LMTO-

GGA approximation. 
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Figure (2): variation of the total energy 

based on the volume of the AgGaSe2 com-

pound with the FP-LMTO-GGA approxima-

tion. 
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Table (1): Setting parameters a (Å), c (Å), c/a, u (Å) stiffness modulus B0 (GPa), its derivative B' 

chalcopyrite AgGaSe2, compared with experimental, theoretical and other work values. 

com-

pound 
method a(Å) c(Å) c/a u(Å) 

B(GPa

) 
B’(GPa) 

Ag-

GaSe2 

Our GGA calcula-

tions      6.0473 
11.277

1 
1.8648 0.27788   

 

other calculationsa 6.0579 
11.294

3 
1.8644 0.2788 53.07 4.0076 

 

6.0629 

 

 

5.985   

11.228

4 

 

 

10.904 

1.852 

 

 

1.822 

0.2794 

 

 

0.272 

50.7 

 

 

63.8 

5.02 

 

 

4.00 

theoryc 

 

Experienceb 

 

Refa [2] ,Refb [3], Refc[4]. 

2-Elastic properties: 

The mechanical stability of crystals has been 

the subject of extensive theoretical studies. The 

systematic study of the stability of the network 

was made by Born and Huang who formulated 

the criterion of stability. This criterion is ex-

pressed in terms of the elastic constants Cij which 

in the case of our material, is given by:    

 

C11, C33, C44, C66 > 0, (C11+C12)C33>2C13
2  , 

C11> |C12| , C66 > 0 , C44 > 0 

It is clear from the above expressions that the 

condition on the criteria for this chalcopyrite 

mechanical structure stabilitiy is satisfied for all 

three materials. 

 
 Table (2): The elastic constants Cij (GPa) calculated for AgGaS2. 

material methods    

C11 

    C12      C13      C33       C44        C66 
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our calc 
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41.03 
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50.44067 

 58.0 

72.4          

59.57 

 

33.8303 

21.7 
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30.10 

32.57028 

13.3 

52.9 

21.62 

Refd [5], Refe [6],Reff[7]  
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3-Electronic properties: 

In solid state physics, band theory is a mod-

el of energy values that can electrons acquire 

from within a solid. We calculated the energy 

bands of chalcopyrite AgGaSe2, using the FP-

LMTO method. The material has the following 

topology. 
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 Figure (3): band structure AgGaS2 obtained 

by FP-LMTO.

For this material the maximum of the va-

lence band and the minimum of the conduction 

band are at the same level even at high sym-

metry point Γ, resulting in a direct gap. The 

experimental values available to us for this 

material show a significant underestimation of 

the energy gap. This was predictable since we 

have been using the GGA [8]. It is well estab-

lished that GGA underestimate gap energy 

values due to the fact that they have simple 

shapes that are not sufficiently flexible to accu-

rately reproduce the energy exchange and cor-

relation.  

 The energy gap and valence band widths 

calculated for these compounds are shown in 

Table 3 

Table (3): energy gap AgGaSe2. 

 method Energy gap 

AgGaSe2 
FP-LMTO 

Experience 

                           0.04201 

1.73g 

   Refg [9]

 
4-Optical properties: 

Figure (4) shows the real and the imaginary 

part of the dielectric function at normal pressure 

for a radiation lower than 20 eV for the Ag-

GaSe2compound. By using the calculated band 

structures, it would be interesting to identify the 

inter band transitions that are responsible for the 

structure of ε2 (ω).  

 

 

The analysis of the absorption spectrum shows 

that the energy threshold of the dielectric function 

is around 0.394 eV for AgGaSe2. This energy 

value corresponds to the static dielectric con-

stant  ε1(0), which is given by the lower limit of  

ε1(ω) . It has to be noted that we did not take into 

account the phonon contribution to the effect of 

the optical dielectric screen calculated at normal 

pressure of 9,799 for the AgGaSe2. 

AgGaSe2  (FP-LMTO) 
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Figure (4): the real part and imaginary part of 

the dielectric function of AgGaSe2. 

Conclusion: 

 We have set an objective thorough out this 

work which mainly consist in determining the 

structural, electronic, mechanical and optical 

properties of the chalcopyrite AgGaSe2, for this 

purpose we have used the (FP- LMTO) method. 

Our results for the structural properties such as 

lattice parameters (a0 and c0) and internal param-

eter (u), modulus and its  

derivative are in good agreement with the ex-

perimental input values. The elastic coefficients 

predicted by  

 

Table (4): refractive index and static dielectric 

constants of composite AgGaSe2. 

compound  n Ԑ0 

AgGaSe2 3.1304 9.79969 

 

the Mehl models show that our materials are 

stable in this structure phase. As far as the band 

structure is concerned we have used the GGA 

approach. 

The latter gives a better topology of the band 

structure and the values of gap energy we then 

have optimized the refraction index and dielectric 

constants. 

Values are less than those given by experi-

mental work, which is evident with the use GGA 

functional. As far as the density state is con-

cerned, we reported contributions of states of 

each band strips
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