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Abstract
It’s known that indium gallium nitride InGaN alloys has a direct band gap varying from 0.7 to 3.4 eV which covers nearly the whole solar spectrum making it material of choice to make tandem solar cells. In other hand, it’s experimentally known that uses of InGaN/GaN multiple quantum well MQW structures in GaN based devices decreases surface recombination and, thus, enhances devices performance. Here, we present a simulation study of multiple quantum well MQW InGaN/GaN solar cells, where cell's active region is formed by a number of InGaN quantum wells (QWs) separated by GaN quantum barriers (QBs). We will present indium element content of In$_x$Ga$_{1-x}$N wells and number of InGaN/GaN periods impacts on solar cell parameters.
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1. Introduction
III-nitrides compound semiconductors (GaN, InN, AlN) and their alloys have excellent physical properties, mainly, good thermal conductivity and high stability under extreme conditions of irradiation. They were find application in fabrication of blue and ultraviolet LEDs and lasers, and, since the 2000s were begun to be studied as photovoltaic materials. This came to the facts that this semiconductors have direct gaps covering the entire solar spectrum, for example, InN have optical gap of 0.7 eV (1771nm) and GaN a gap of 3.4 eV (366 nm), and theoretically a multijunction cell formed by the stacking of three In$_x$Ga$_{1-x}$N cells can yield 70% of conversion efficiency [1]. In other hand, single junction p-i-n solar cells with multiple quantum wells InGaN / GaN have same potential of multijunction cells with a less complicated structure and, also, higher open circuit voltage [2] and less surface recombination velocities.

In this work we will look at photovoltaic properties of InGaN/GaN MQW solar cells, especially, band structure, I-V characteristics and quantum efficiency.

2. Studied cells structure
Simulated cells structure (figure 1) consists of a 0.25 micron p type GaN top layer with doping level of 3x10$^{17}$ cm$^{-3}$ and a 2 micron n type GaN bottom layer with doping level of 10$^{18}$ cm$^{-3}$. Between top and bottom layers exist an undoped (experimentally, undoped GaN layers are lightly n type due to structure defects) multi-quantum wells MQW region where InGaN quantum wells QWs of 3nm thick are separated by GaN quantum barriers QBs of 7nm thick. We note that, thickness of QWs and QBs are fixed in all subsequent simulations.

In our simulation using SilvacoAtlas software package we have taking into account spontaneous and piezoelectric polarizations that naturally occurs in devices grown by Metal-Organic CVD technique on substrates with different lattice parameter [3]. Band structure of above simulated cell is presented below in figure 2 for 20% of indium element content.

\begin{figure}[h]
\centering
\includegraphics[width=0.48\textwidth]{band_structure.png}
\caption{Band structure of 5 period In$_x$Ga$_{1-x}$N/GaN MQW solar cell.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.48\textwidth]{photogeneration.png}
\caption{Photogeneration within a 5 period In$_x$Ga$_{1-x}$N/GaN MQW cell under AM1.5 spectrum.}
\end{figure}
3. Results and discussion
In figure 3 is shown photogeneration rate versus depth under AM1.5 spectrum where charge carriers are, namely, generated within InGaN quantum wells regions.
To our knowledge the best yield obtained experimentally on such cells is achieved by Dahl is around 2.95 percent under AM 1.5 irradiation [4]. Figure 4 shows dark and light (under AM1.5 illumination conditions) J-V characteristics as well as power versus bias curves of above cell, where shortcurrent is find to 0.112 mA, open circuit voltage is 2.78 V and conversion efficiency of 2.96 percent.

![Figure 4. J-V characteristics of 5 period In0.2Ga0.8N/GaN MQW solar cell](image)

![Figure 5. Calculated quantum efficiency of 5 period In0.2Ga0.8N/GaN MQW solar cell](image)

We also performed external quantum efficiency calculation, figure 5, to see spectral response of cell. Where, comparing to crystalline cells, InGaN/GaN MQW cells present a higher efficiency in UV region and a sharp decrease beyond 0.37 µm. This means that, for example, a tandem cell containing GaN top cell and Silicon bottom cell will have broader and higher quantum efficiency.

4. Conclusion
III-nitrides are very interesting materials in photovoltaic point of view, and multiple quantum wells based solar cells structures have potential to achieve high efficiencies. We are find that more number of wells causes more efficiency and there are no impact of indium element content of well on cells parameters within 15-25% frame.
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Abstract

This project has been focused on structural, morphological, optical and photoluminescence properties of pure ZnO thin film. Here, zinc oxide thin films are grown on glass via facile and low cost sol gel spin coating process at fixed spinning speed of 1000 RPM. The X-ray patterns, the transmittance, the particle size by the atomic force microscope are investigated. The particle size is equal to 120 nm and the surface roughness is found to be 23.33 nm. The photoluminescence analysis reveals near band emission and strong visible emission 2.11 and 2.80 eV.

Keywords: Spin coated ZnO films; X-rays pattern; transmittance; photoluminescence; SEM; TEM; Electron diffraction; AFM.

1. Introduction

Nowadays, zinc oxide (ZnO) film is the most studied material due to its various properties such as high transmittance in visible range, direct band gap around 3.3 eV, high exciton binding energy of 60 meV [1]. Zinc oxide was prepared by many techniques such as sol gel spin coating [2], spray pyrolysis deposition (SPD) [3-4], sputtering [5] and chemical vapor deposition CVD [6]. We use the sol gel spin coating as film deposition technique because it is low cost, facile, rapid, unobtrusive and environmental process. All these prompted features of this multifunctional material, attract many researchers to use it in many applications like sensors, light emitting diodes, piezoelectric and catalytic devices. Here, ZnO nanostructures have been successfully prepared in several morphologies like nanorods and nanowires [7-8]. This paper consists on detailed study of the structural, surface morphology, optical, photoluminescence properties of zinc oxide grown onto glass by a facile sol gel coating route. Furthermore ZnO nanorods were successfully synthesized and investigated by high resolution field emission transmission electron microscope (FE-TEM), electron diffraction, field emission scanning electron microscope (FE-SEM) and electron dispersive X-rays analysis (EDX) and atomic force microscope (AFM) analysis.

2. Experimental details

The ZnO films are produced by sol gel spin coating route. The substrate used is a microscope glass slides 76 x 26 mm supplied by object trager Isolab. 0.5 Molar of dehydrated zinc acetate (Zn(CH$_3$COO)$_2$.2(H$_2$O)), (99.5 %) supplied by Carlo Erba reagents, is dissolved in 10 ml of 2-Methoxyethanol stirred at 60°C for 10 min and then 0.3 ml of the monoethanolamine (MEA) as stabilizer is added drop by drop, the clear solution is then obtained, the stirring continued for 1 hour. Consequently, the solution followed an ageing process for one day. Initially, the glass substrates were cleaned by a soft soap solution, washed systematically with the distilled water, then with ethanol in ultrasonic cleaner and finally were dried with argon. Using a micropipette the obtained gel was homogenously poured, on the substrate deposited on plates of spin coater (MTI, EQ-TC-100 desktop type). The sample spins for one minute at 1000 RPM (rotate per minute); the sample is instantly heated at 150 °C for 10 min. The process is repeated 5 times; finally the film is annealed at 400 °C for 1 hour under air in furnace. In that way, the coated films are investigated by Shimadzu 3600 PC double beam UV-VIS-NIR spectrometer, the surface morphology is analyzed by the mean
of field emission scanning electron microscope JEOL JSM 7001F FE-SEM, the films are also examined by transmission
electron microscope JEOL JEM 2100F FE-TEM and the
chemical analysis of films is given by electron energy
dispersive X-ray (EDX) spectrometers. Furthermore,
morphology is explored by atomic force microscope Park
system XE-100E. Non contact cantilever Si used 256x256
pixels. Room temperature photoluminescence
characterization is carried out using an experimental setup
consisting of: a 325 nm 15 mW He-Cd laser (Kimmon), a
0.85 m double monochromator (SPEX, model 1404), and a
GaAs photon counting photomultiplier (Hamamatsu). The
range explored is from 350 to 600 nm, in 0.5 steps and a
speed of 0.2 seconds/measured point.

3. Results and discussion
3.1. Structural properties investigation
The X-ray diffraction pattern for zinc oxide film recorded at
room temperature is shown in Fig.1. The strong peak, well
known (002) located at 20=34.42°, given by JCPDS card N°
36-1451 is displayed by a red dash line as depicted in figure 1.
The as-grown films were identified as polycrystalline ZnO with a
wurtzite crystal structure and preferred orientation along the
(002) plane. As can be seen in X-rays spectra, film exhibits a
crystallographic structure and most of peaks are broadened.
Since base of peaks are enlarged, the full width at medium
height (FWHM) increases and grain size G, expressed as follows, is reduced [4];

\[ G = \frac{K\lambda}{\beta \cos \theta} \] (1)

Where K is constant estimated at 0.94, \( \lambda \) is the wavelength of
the X-ray used 1.54 Å, \( \beta \) is the full width at half maximum
(FWHM) which has maximum intensity and \( 2\theta \) is the Bragg
angle.

Figure 1: X-rays pattern of zinc oxide at room temperature;
two-theta range is 20°-80°. Red dash line locates the peak (002)
at 34.42°.

3.2. Microscopy observation
The AFM micrographs reveal that zinc oxide exhibit the
nanorods which have grown according to z-axis direction as
shown in figure 2. This result is confirmed by SEM
observation (see figures 2 and 3). All elements analyzed are
normalized as described in EDX as listed in table 1, Zn
occurrence is obviously indicated, silicon may come from
substrate glass, insignificant amounts of calcium (Wollastonite,
CaSiO) and magnesium (MgO) are present respectively as
impurities in starting precursor. The Honeycomb
architectures are apparent in picture having diameter found to
be 10 nm (as indicated by red arrow). It is confirmed that FE-
TEM picture exhibits regular inner of sample and very slight
pores density. Electron diffraction pattern show spots which
located according to X axis and Y axis, the scale is 50 nm (see
the fig 3 top). The Honeycomb architecture is visible at the
higher magnification image shown in figure 3 (bottom). 3D-AFM picture shows evidently nanorods which grown one
beside each other perpendicular to substrate surface as
depicted in figure 4.

3.3. Optical Characterization
Figure 5 shows the dependence of transmittance T (%) and
reflectance R (%) on incident photon wavelength which ranges
within 200-2500 nm. T increases rapidly in UV spectrum,
and reaches up to 86 % in visible range, as depicted inset of
figure 5, and then varies slightly between 82 and 93% both in
VIS and IR spectra. Reflectance attains 9.5 % at 384 nm, but
it still minor in the whole photon wavelength range. The band
gap energy of the ZnO films can be determined by the
following relation,

\[ (\alpha h \nu)^2 = h \nu - E_g \] (2)

Where \( E_g \) (eV) is the optical band gap, \( \alpha \) (m1) is the
absorption coefficient and \( \nu \) (Hz) is the photon frequency.
Figure 6 depicts how the direct energy gap of the coated film
has been estimated by extrapolating the linear part of \((\alpha h \nu)^2 \)
plot versus photon energy to the wavelength axis. It found to
be 3.26 eV, which agrees well with our previous result [1-4].
Figure 2: Field effect scanning electron microscope (FE-SEM) picture at low magnification (x10 000, 20KV) (top), EDX spectrum is displayed (bottom).

Table 1. EDX analysis results of ZnO film produced @ 1000 RPM.

<table>
<thead>
<tr>
<th>Element</th>
<th>App Conc.</th>
<th>App Corn.</th>
<th>Intensity</th>
<th>Weight%</th>
<th>Weight%</th>
<th>Atomic%</th>
</tr>
</thead>
<tbody>
<tr>
<td>C K</td>
<td>1.15</td>
<td>0.2796</td>
<td>2.89</td>
<td>0.34</td>
<td>5.64</td>
<td></td>
</tr>
<tr>
<td>O K</td>
<td>33.67</td>
<td>0.9078</td>
<td>41.35</td>
<td>0.33</td>
<td>60.92</td>
<td></td>
</tr>
<tr>
<td>Mg K</td>
<td>1.06</td>
<td>0.5516</td>
<td>1.35</td>
<td>0.07</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td>Si K</td>
<td>27.00</td>
<td>0.7730</td>
<td>24.54</td>
<td>0.20</td>
<td>20.50</td>
<td></td>
</tr>
<tr>
<td>Ca K</td>
<td>6.21</td>
<td>0.9854</td>
<td>4.43</td>
<td>0.08</td>
<td>2.59</td>
<td></td>
</tr>
<tr>
<td>Zn K</td>
<td>29.80</td>
<td>0.8297</td>
<td>25.24</td>
<td>0.30</td>
<td>9.06</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td></td>
<td>100.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4. Photoluminescence analysis

The optical properties of the coated zinc oxide films nanorods are examined using photoluminescence at room temperature as shown in figure 7. PL spectrum exhibits various emission bands, including strong near band edge emission peak located respectively at 442 nm (2.80eV) which corresponds to blue emission. This emission peak may prove that ZnO nanorods have high cristallinity. Others peaks of low intensity located at 447nm -538nm (2.77eV-2.30eV), which correspond respectively to green band emission. These bands might due to defects occurrence such as oxygen traps.
Figure 6. Absorbance variation versus photon wavelength of spin coated ZnO film, optical band gap, $E_g=3.26$ eV, is deduced.

ZnO exhibits the emission peaks with different energies 2.11-2.82 eV as listed in Table. The strong emission is apparent in visible spectrum. Photoluminescence spectrum shows near band edge NBE and defects emissions. The Gaussian deconvolution ascribed the strong PL peaks to the following positions: 387.78±0.02 nm (2.11 eV), 334.38±0.59 nm (2.32 eV), 545.88±1.27 nm (2.27 eV) and 433.46±2.57 nm (2.86 eV).

Figure 7: Room temperature photoluminescence spectra of undoped ZnO against wavelength (300-600 nm), curves of deconvolution fitting are displayed.

4. Conclusion

Zinc oxide nanorods were successfully synthesized by facile sol gel spin coating route. It reveals that zinc oxide was present in high amount in coated film by XRD pattern and EDX analysis. These ZnO nanorods were high transparent in VIS and IR ranges. SEM and TEM images reveal clusters presence at nanoscale, and the Honeycomb architecture is observed at high magnification. Strong visible emissions are detected by PL investigation.
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Abstract

A theoretical study of structural, and electronic properties of NaZnAs compound is presented by performing ab initio calculations based on density-functional theory using the full-potential linear augmented plane wave (FP-LAPW). The generalized-gradient approximation (GGA) and the local density approximation (LDA) are chosen for the exchange–correlation energy. The Engel-Vosko (EVGGA) formalism is applied for electronic properties. The calculated structural parameters, such as the lattice constant, bulk modulus and pressure derivative, the electronic band structures and the related total density of states and charge density are presented. The high-pressure $\alpha$ phase of the NaZnAs is investigated and phase transition pressure from tetragonal to high-pressure phase is determined. We have found that the Nowotny–Juza compounds NaZnAs is direct gap semiconductor at ambient pressure. The bonding character and the phase stability of NaZnAs compound are discussed. The nature and the size of the band gap of NaZnAs compound are associated with the bonding character of two kinds of bonds, namely, Na–As and Zn–As bonds.

Keywords: Electronic materials; Ab initio calculations; Electronic structure; Phase transitions

1. Introduction

Generally the crystal structure of Nowotny–Juza compounds AlBIIVC can be derived from the zinc-blende III–V compounds by transmuting the group III atom into an isovalent pair I+II, and are found to crystallize mostly in cubic zinc-blende-type related structures [1-6]. NaZnAs form a special case which is found to crystallize in tetragonal Cu2Sb-type of structure [1,7]. NaZnAs is also found to crystallize in the MgAgAs (order CaF2-type) structure [1, 8, 9]. Although Lithium Nowotny–Juza compounds are studied elsewhere, to the best of our knowledge there has missed investigation of NaZnAs compound in term of electronic, structural [1], NaZnAs compound which belong to the same group but with tetragonal Cu2Sb type structure (space group P4/nmm) [1] in contrast to cubic lithium semiconductor such as LiZnAs compound.

In the present work, using the DFT approach we studied the tetrahedral Nowotny–Juza compound NaZnAs. We derived electronic properties for this compound and we also investigated the influence of the pressure and As atomic on the electronic structure. In Section 2, we report some details about the crystal structure and the numerical calculations. We concentrate on the equilibrium lattice constant, bulk modulus in Section 3.1. We focus on the electronic properties in terms of band structures, density of states and charge density in Section 3.2. Finally; we draw conclusions in Section 4.

2. Calculation method

In this paper, we describe the results of the first principles electronic structure calculations of NaZnAs compound in the tetragonal Cu2Sb-type and cubic $\alpha$ (MgAgAs-type) of zinc-blende-type, related structures. The calculation are performed using ab initio...
calculations based on density-functional theory using the full-potential linear augmented plane wave (FP-LAPW).

2.1. Crystal structure

NaZnAs compound crystallize at ambient pressure in the tetragonal structure with space group (129) P4/numm. The unit cell contains two molecules per formula unit this is shown in Fig. 1. In the cubic (α) phase under pressure, there are 3 atoms by unit cell is shown in Fig. 2. The calculations presented in this work were performed using the full potential linearized augmented plane wave (FP-LAPW) method. We augmented plane wave (FP-LAPW) method. We use the WIEN2K [10] implementation of the method which allows the inclusion of local orbitals in the basis improving upon linearization and making, possible a consistent treatment of the semicore and valence states in an energy window. The electron–electron interaction was treated within local density approximation (LDA) [11] and generalized gradient approximation (GGA) by Perdew, Burke and Ernzerhof PBE exchange–correlation potential [12]. In addition, and for the electronic properties we also applied the Engel-Vosko (EV-GGA) scheme [13].

![Schematic diagram of the unit cell of NaZnAs](image)

Fig. 1. (a) Schematic diagram of the unit cell of NaZnAs in primitive tetragonal CuSb-type structure and (b) the unit cell of the α phase of cubic NaZnAs.

3. Results and discussion

3.1. Total energy calculations and phase transition

NaZnAs compound belong to Nowotny-Juza compounds AlBiICV which based on three main group elements (A, B and C). They can be viewed as zinc-blende III-V compound in which the III column has been disproportionated into AⅠ + BⅡ atoms [1,8,14]. The most stable phase of NaZnAs in contrast to the most cubic Nowotny-Juza compounds which crystallize in α phase [1,8,14,15]. This fact is confirmed by Jaiganesh et al. [1] using the tight-binding linear muffin-tin orbital method within the local density approximation (LDA). The atomic position of NaZnAs in the tetragonal phase are Na (1/4, 1/4, z) ; 3/4, 3/4, 1-z), Zn (1/4, 3/4, 0), As (1/4, 1/4, z) ; 3/4, 3/4, 1-z), which z parameter for NaZnAs compound is: Na (0.3396), and As is (0.7807).

Table 1 Calculated lattice constants (a and c) in Å, bulk modulus (B) in GPa and pressure derivative B' at equilibrium volume using GGA compared to and other works of NaZnAs.

<table>
<thead>
<tr>
<th>Phase</th>
<th>NaZnAs compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>tetragonal</td>
<td>GGA</td>
</tr>
<tr>
<td>α-phase</td>
<td>This work</td>
</tr>
<tr>
<td>a(Å)</td>
<td>3.992</td>
</tr>
<tr>
<td>c(Å)</td>
<td>7.115</td>
</tr>
<tr>
<td>c/a</td>
<td>1.697</td>
</tr>
<tr>
<td>B (GPa)</td>
<td>49.54</td>
</tr>
<tr>
<td>B'</td>
<td>3.87</td>
</tr>
<tr>
<td>Emin (Ry)</td>
<td>-16878.8226</td>
</tr>
</tbody>
</table>

Table 1 presents our calculated values obtained after optimization compared with the available experimental data and other theoretical results [1,7,18]. It is clearly seen that the GGA overestimate the lattice parameter, Generally speaking our lattice parameters are in good agreement with those found experimentally and theoretically reported in Refs. [1,7]. Hardness measures a material’s ability to resist deformation. Bulk modulus is the best indicator of hardness for materials. To estimate the bulk modulus, A big discrepancy was found in the values of the bulk moduli between the calculated values and those of Jaiganesh et al. [1], which is probably due to fact that they used the TB-LMTO method [1] within the LDA approximation.
Since the theoretical calculations are performed at 0K the free energy becomes equal to the enthalpy (H):

\[ H = E_{\text{tot}} + PV \]

The transition pressure from tetragonal phase to the α-phase for NaZnAs compound are listed and compared with the previous calculations and experimental data [1] Table 2. We note that a big disagreement is observed between our results and those of Ref. [1]. This is due to the fact that they have predicted the existence of tetragonal phase over a long range very short range. However from our calculation we predict it over very short range about 1 GPa. This suggest that NaZnAs compound prefer to be in the α phase like the majority of Nowotny–Juza compounds this is shown in fig 2.

<table>
<thead>
<tr>
<th>compound</th>
<th>tetragonal</th>
<th>α-phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaZnAs</td>
<td>LDA</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>GGA</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>EVGGA</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Exp[1,7,17]</td>
<td>/</td>
</tr>
<tr>
<td>Other work[1,20]</td>
<td>0.163</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3 Band gaps of NaZnAs compound within LDA, GGA and EVGGA calculated in all phases tetragonal, and α phases (all values are in eV).

It is shown that the calculated energy gap values decrease with increasing (the size). However NaZnAs transforms to a metal under the effect of pressure.

The self-consistent scalar relativistic band structures NaZnAs compound along representative symmetrical directions of the Brillouin zone were obtained in the tetragonal phase at equilibrium volume as well as at high pressure within the LDA, GGA and EV-GGA schemes. The Fermi level \( E_F \) is shown by a solide horizontal line. As a prototype we have shown the band structure and total density of states of NaZnAs using GGA approximation in the tetragonal and α-phases in Fig. 3. Accordingly, the conduction band minimum appears to be at the zone center C. Hence NaZnAs is direct gap semiconductor. The calculated band gap \( E_{\text{gap}} \) for NaZnAs is found to be 0.44 (0.39) eV using LDA (GGA), respectively in tetragonal phase. The band structure calculated using the GGA and the EV-GGA for NaZnAs compound were similar except for the value of their band gap which was higher within the EVGGA. The band gap values are given in Table 3 compared with available theoretical works.

![Graph showing variation of total enthalpy as a function of pressure of unit cell for tetragonal phase, α-phase using GGA for NaZnAs compound.](image)

![Band structure along the symmetry lines of the Brillouin zone and total densities of states for NaZnAs using EVGGA approximation for tetragonal phase.](image)

**3.2 Electronic band structure and density of state**

The total and partielle density of states (DOS) for NaZnAs compound at the equilibrium lattice constant is displayed at Fig. 3 and Fig. 4, respectively. It is shown that there are two regions of the valence band, the upper valence bands are dominated by As-p and Zn-s, p orbitals while the bottom valence band is dominated by the As-s and Zn-d orbitals as shown in Fig. 4. The peaks are various according to the kind of structure.

The nature of the bond for NaZnAs compound. We have calculated the total charge density of NaZnAs compound, in different planes and for different Phases.
The electronic and structural properties of NaZnAs compound have been studied using both methods, the self consistent full-potential linear augmented plane wave (FP-LAPW). The bonding and the phase stability of NaZnAs compound is studied and it is concluded that the more stable phase is the tetragonal phase under pressure this later transforms to α phase. The bulk modulus has been calculated using LAPW and gave excellent agreement with others. Basing on electronic band structure calculations of NaZnAs is a direct band gap semiconductor in the tetragonal phase with band gap of 0.79 eV using EVGGA approximation. The bonding in NaZnAs is characterized by the fact that Na-As and Zn-As bonds being nearly pure ionic and covalent, respectively in tetragonal phase. In α phase the small band gap it is predicted that under high pressure, NaZnAs is a metal.

4. Conclusions

The electronic and structural properties of NaZnAs, Nowotný-Juza compounds have been studied using both methods, the self consistent full-potential linear augmented plane wave (FP-LAPW). The bonding and the phase stability of NaZnAs compound is studied and it is concluded that the more stable phase is the tetragonal phase under pressure this later transforms to α phase. The bulk modulus has been calculated using LAPW and gave excellent agreement with others. Basing on electronic band structure calculations of NaZnAs is a direct band gap semiconductor in the tetragonal phase with band gap of 0.79 eV using EVGGA approximation. The bonding in NaZnAs is characterized by the fact that Na-As and Zn-As bonds being nearly pure ionic and covalent, respectively in tetragonal phase. In α phase the small band gap it is predicted that under high pressure, NaZnAs is a metal.
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Abstract

In this paper, the effect of the time deposition of metal nanoparticles on the photodegradation of methylene blue is studied. The modified silicon nanowires were used as heterogeneous photocatalysts for the decomposition of methylene blue under UV light irradiation. The above reactions were monitored by UV–Vis spectrophotometer which shows the positive effect of the time deposition of metal nanoparticles on the photodegradation of methylene blue. 91% of the degradation was observed with the hydrogen terminated porous silicon nanowires and the degradation is about 95% for the modified porous silicon nanowires with Au (80min) and the same degree was obtained with Pt (120min) at 200 minutes of irradiation. The rate of the degradation reaches 100% at 90min of illumination with the decorated porous silicon nanowires with Pd nanoparticles. 

Keywords: silicon nanowires, chemical etching, photocatalysis, organic pollutants.

1. Introduction

Photocatalysis has attracted much interest because of its potential application in clean energy sources to degrade organic pollutants from water [1, 2]. Semiconductors are commonly used as photocatalysts because of their wide ranging bandgaps. Among them TiO$_2$ has been studied the most because of its exceptional stability towards chemical and photochemical corrosion. Silicon is a low cost semiconductor and environmental friendly, which dominates integrated microelectronics. Although silicon displays a small energy band gap (1.1 eV), it is not used in pollution control because its valence band is not positive enough to oxidize pollutant species. However, earlier reports by Yoneyama et al. showed that platinized n-type crystalline silicon and silicon powder are good photocatalysts for formic acid decomposition [3]. More recently, Chen et al. used one dimensional hydrogen-terminated silicon nanowires (SiNWs), prepared by oxide-assisted-growth, under ultrasonic agitation for the degradation of methyl red. Independently, Shao et al. investigated the performance of hydrogen-terminated SiNWs and noble metal-modified (Pt, Pd, Au, Rh, Ag) SiNWs substrates for the degradation of rhodamine B and oxidation of benzyl alcohol to benzoic acid under visible light irradiation. It was found that hydrogen-terminated SiNWs exhibited better photocatalytic activity than Pd-, Au-, Rh- orAg-modified SiNWs in the degradation of rhodamine B [4]. Also, Megouda et al. reported high performance of H-SiNWs and SiNWs coated with metal (Ag, Cu) nanostructures for the photodegradation of Rhodamine B under UV and visible light irradiation. In this study, we show that the modified SiNWs by metal nanoparticles (Au, Pt and Pd) with different time’s deposition have an important effect on the photodegradation of methylene blue under UV light irradiation.
2. Experimental

2.1 Synthesis of porous silicon nanowires

n-Type (100) substrates with a resistivity of 0.0019-0.024Ω·cm were used in this study. The silicon substrates were first cleaned by ultrasonication in ethanol, acetone and deionized water (30 min each). The cleaned silicon pieces were immersed into a beaker contained piranha solution for 20 min at room temperature, followed by disoxidation in HF10% for 1 min to remove the native oxide just before the Ag electroless chemical deposition in a solution containing 0.005M AgNO₃ and 4.8M HF for 1 min at room temperature. The silver-deposited Si pieces were rinsed with de-ionized water to remove extra silver ions and then immediately immersed into an etching bath containing 4.8M HF and 0.4M H₂O₂ for 60 min. The silver metal was removed from the nanowires by immersing the Si pieces in the concentrated nitric acid for 10 minutes. The SiNWs were decorated with metal nanoparticles by electroless deposition method.

2.2 Photocatalytic Experiment

The methylene blue solution with first concentration of 10⁻⁴M was prepared by dissolving methylene blue powder (Aldrich, 99.99%) in DI water. The dilute solution of the dye (10⁻⁶M) was prepared by diluting the mother solution with DI water with a magnetic stirrer at room temperature for 10 minutes. The experience of the photodegradation was carried out in a vat exposed to UV light irradiation in dark for 200 minutes; the measurement of the absorbance is effectuated each 20 minutes of illumination. The photocatalytic performance was measured by the decay of the absorption of the dye as a function of irradiation time.

3. Results and discussions

3.1 Morphological characterization

The SEM plan and cross section images of silicon nanowires were showed in figure.1.

The SEM images show that the silicon nanowires are porous, vertically aligned to the surface and reveal a length of 15 µm approximately and a diameter range of 50-200nm. The nanowire bundles were observed due to agglomeration at their tops-ends because of the von der waals force [5].

3.2. Photocatalytic degradation of methylene blue

In this communication, we report on the high efficiency of hydrogen terminated porous silicon nanowires and decorated porous SiNWs with gold, platinum and palladium nanoparticles for the photodegradation of methylene blue under UV light irradiation. The photocatalytic degradation reaction was carried out at room temperature by immersion of the substrate into 4 mL aqueous solution of methylene blue. The photocatalytic performance was measured by the decay of the absorption of the dye as a function of irradiation time. Fig. 2 exhibits UV/vis spectra of methylene blue before and after UV light irradiation in the presence of a hydrogen-terminated silicon nanowires (H-SiNWs) substrate. The characteristic absorption band of methylene blue at 663 nm decreased significantly with increasing irradiation time. We have further examined the photocatalytic activity of oxidized SiNWs (SiNWs-Ox) and SiNWs loaded with Au, Pt and Pd nanoparticles substrates at different concentrations under UV light irradiation.
Figure 3. shows the comparison between the photolysis of methylene blue and the photocatalysis of the dye using oxidized silicon substrate (Ox-Si), oxidized porous silicon nanowires (Ox-SiNWs) and hydrogen terminated porous silicon nanowires (H-SiNWs), the results indicate that the photolysis presents a degradation of 29% of the dye at 200 min, 40% of degradation is obtained with Ox-Si. The photocatalytic degradation with Ox-SiNWs substrate is much lower than that of the hydrogenated sample; the rates of the degradation are respectively 58% and 91%. Loading the porous silicon nanowires with Au, Pd and Pt nanoparticles at different concentrations show a positive effect on the performance of the photocatalyst. However, when the concentration of the metal nanoparticles NPs was significantly increased, a significant increase in the photoactivity was obtained. The degree of the degradation for SiNWs–Au (10 min) is about 60% in comparison to 61% for Au (15 min), 70% for Au (20 min), 78% for Au (30 min) and 95% for Au (80 min) after 200 min of irradiation (Figure 4).

As seen in figure 5, the photodegradation using the platinum decorated porous silicon nanowires displays a degradation of about 65% for Pt (60 min) and 95% for Pt (120 min). The degradation with Pd decorated porous silicon nanowires is about 95% with Pd (120 min) at 200 min and reaches 100% with Pd (180 min) at 90 min of illumination under UV light (Figure 6).

Figure 2. UV/vis absorption spectra of methylene blue before and after UV light irradiation in the presence of the hydrogen terminated SiNWs substrate as a function of irradiation time.

Figure 3. comparison between photolysis and photocatalysis of methylene blue using Ox-Si, Ox-SiNWs and H-SiNWs.

Figure 4. Comparison of photocatalytic degradation of methylene blue for different concentrations of Au nanoparticles as a function of time under UV light irradiation.

Figure 5. Comparison of photocatalytic degradation of methylene blue for different concentrations of Pt nanoparticles as a function of time under UV light irradiation.
4. Conclusion:

In this study, porous silicon nanowires were investigated with electroless chemical etching in HF/H$_2$O$_2$ solution and were decorated with noble metal nanoparticles by electroless chemical deposition. We have examined the net effect of the time deposition of gold, platinium and palladium nanoparticles onto porous silicon nanowires on the photodegradation of methylene blue under UV light irradiation. We have concluded that the photocatalytic activity of modified porous silicon nanowires increases with the concentration of metal nanoparticles, and the porous SiNWs-Au (80min), Pt(120min) and Pd(180min) exhibit better photocatalytic activity for the degradation of the methylene blue in comparison with porous H-SiNWs.
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Incorporating metal nanoparticles onto semiconductor photocatalysts can enhance the photocatalytic activity because the difference in their Fermi levels can introduce a Schottky barrier between the metal and the semiconductors. The increase of the concentrations of metal nanoparticles deposited onto porous silicon nanowires induces the increase on the electron trappers and in consequence reduces the rate of the recombination between the electrons and holes which is favorable for the photocatalytic activity. The degree of the degradation with Au (80min) is about 95% and it is similar to the rates of the degradation with Pt (120min) and Pd (120min), this can be attributed to the fact that the Au nanoparticles can be deposit easily onto silicon nanowires at room temperature in comparison with Pd and Pt nanoparticles which require a higher time to deposit onto porous silicon substrates and which is effectuated at 50°C under magnetic stirrer. For Pd (180min) the degradation is achieved at 90min of illumination because the concentration of the nanoparticles of palladium is very important so therefore the trappers of electrons are numerous.

Figure 6. Comparison of photocatalytic degradation of methylene blue for different concentrations of Pd nanoparticles as a function of time under UV light irradiation.
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Abstract

Micro- and nano-electromechanical systems (MEMS or NEMS)-based fuel delivery in direct methanol fuel cell (DMFC) devices offer opportunities to address unmet fuel cells related to fuel delivery. By applying an alternating electrical field across the actuator, the resultant reciprocating movement of the pump diaphragm can be converted into pumping effect. Nozzle/diffuser elements are used to direct the flow. To make the power system applicable for portable electronic devices, the micropump needs to meet some specific requirements: low power consumption but sufficient fuel flow rate. In this study, a theoretical method has been used to investigate the effects of materials properties, actuator dimensions, driving voltage, driving frequency, nozzle/diffuser dimension, and other factors on the performance of the whole system. As a result, a viable design of micropump system for fuel delivery in DMFC devices has been achieved and some further improvements are suggested. A mathematical model was used to simulate the behaviour of the micropump. The results of mechanical calculations and simulations show good agreement with the actual behaviour of the pumps.

Keywords: Simulation; micropump; piezoelectric; fuel cell

1. Introduction

The piezoelectric effect is the ability of certain materials to produce an electric charge proportional to an applied mechanical stress. This is known as the direct piezoelectric effect. The electric charge can also be produced in the reverse direction, by reversing the direction of applied stress. The piezoelectric effect is reversible which implies that when an electric field is applied a mechanical strain is created in the material. The piezoelectric effect is defined as a linear relationship between a mechanical variable and an electric variable. Piezoelectric thick films are of major interest in the actuation of active structures in MEMS, they have been widely applied to micropumps, ultrasonic motors, resonators, microfluidic separators, high-frequency transducers, and energy harvesting, [1] because they exhibit properties such as larger displacement and quick response, high frequency, and can be precisely controlled.

The development of pumping devices in microscale is a part of the emerging research field of microfluidics [2]. Besides stand-alone micropumps, simple pump designs are required for integration in miniaturized chemical analyzers, which are often called micro total analysis systems (μTAS) or lab on a chip (LOC). Low-voltage and low-power actuating schemes for the pump are needed for the use in hand-held devices which are usually powered by batteries.

Micropumps with surface mounted piezoelectric membrane actuation were first reported by van Lintel et al. [3]. Piezopumps have been considerably developed over the past several years. They have many excellent abilities such as liquid handling in small and precise volume, providing a high actuation force with a relative fast mechanical response at high operation frequency, and miniaturization in a small size, etc. [4–6]. Therefore, they are able to serve in chemical, medical, and biomedical applications with great scientific and commercial potential [7–9].

A fuel cell is a kind of electrochemical device that converts the chemical energy of reactants directly into electricity, which offers advantages of high energy density, low volume and weight, no moving parts and no harmful emissions. Recently, miniature fuel cells have been drawing increasing attention as a possible solution to the search for improved power sources for portable power systems [10]. The direct methanol fuel cell (DMFC) is one of the fuel cells which have the potential to be miniaturized. The chemical reaction in DMFC is as follows:

Anode: \( \text{CH}_3\text{OH} + \text{H}_2\text{O} \rightarrow \text{CO}_2 + 6\text{H}^+ + 6\text{e}^- \)

Cathode: \( \frac{3}{2}\text{O}_2 + 6\text{H}^+ + 6\text{e}^- \rightarrow 3\text{H}_2\text{O} \)

Overall reaction: \( \text{CH}_3\text{OH} + \frac{3}{2}\text{O}_2 \rightarrow \text{CO}_2 + 2\text{H}_2\text{O} \)

From the equation above, it holds true that in a completely passive system, the entire surface area of the fuel cell cathode must be exposed to the exterior to allow air to reach the catalyst layer. For longer durations, however, in the absence of convection, the local oxygen concentration adjacent to the cathode will be depleted. So, one of the key technologies has been that of an active air...
The cross-section of the DMFC power system with valveless piezoelectric micropump is shown schematically in Fig. 1. This system mainly consists of the following parts: fuel cell membrane electrode assembly (MEA), fuel chamber, nozzle/diffuser, micropump and pump chamber, and fuel supply manifold. All these parts are fabricated in a multi-layer structure to obtain a compact system. The fuel cell MEA is made of a Nafion117 membrane layer sandwiched by two electrode layers with catalysts deposited on them. And the micropump is fabricated by bonding a thin piezoelectric disk on a metal diaphragm. When applying an alternating voltage to the piezoelectric disk, the diaphragm is actuated to produce bending deformation that causes the volume change of pump chamber. By selecting appropriate shape and dimension of the nozzle/diffuser between pump chamber and fuel chamber, the fuel can circulate in the desired direction. And the fuel supply from the right chamber can compensate the fuel consumption.

The most important part of a micropump is the actuator, which in this case is actually a piezoelectric bending actuator made of three layers: PZT layer, bonding layer and passive plate. When applying an alternating electrical field across the PZT layer, it will generate a reciprocating deflection in the direction vertical to the surface of the actuator. This deflection is then transferred to the pumping effect that drives the fluid inside the pump chamber flowing through the inlet/outlet. Therefore the first thing need to do in the micropump modeling is to calculate this deflection. In most of the applications for micropumps, the PZT disk is smaller than the passive plate and therefore the edge of the PZT disk is often considered to be free. The schematic of the actuator part is illustrated in Fig. 2. As shown in the figure, the PZT disk is adhered to the passive plate by a thin layer of conductive epoxy.

The modeling process can be simplified assuming the whole structure is circumferentially symmetrical, the bonding between the PZT disk and the passive plate is perfect and the outer edge of the passive plate is fixed.

2.1. Desk-type deflection

The model developed by [11] for deflection caused by the applied voltage can be adopted here directly. The intermediate moment caused by the actuation of the PZT is:

\[ M_0 = D_0 \frac{-d_3 U}{h_{pzt}} \]  

(1)

The bonding moment \( M_b \) as delivered by Li et al [12] is:

\[ M_b = \frac{1}{2} \left[ 2h' + \left( 1 - \alpha \right) h' + \alpha \left( h' + h_b \right) \right] \]  

(2)

The deflection can be determined by the following equations:

\[ W(r) = \frac{M_{pzt} a^2}{2D_c \left[ h - \gamma \right] \left( l + \gamma k \right) \left( l + \gamma k' \right)} \times \left(-a^2 + 2b^2 \log \frac{r}{b} + b^2 \right) \]  

(3)

\[ W(r) = \frac{M_{pzt} b^2}{2D_c \left[ h - \gamma \right] \left( l + \gamma k \right) \left( l + \gamma k' \right)} \times \left(-a^2 + 2b^2 \log \frac{a^2}{b} + b^2 \right) \]  

(4)

The continuity condition is:

\[ \frac{dW(r)}{dr} \bigg|_{r=a} = \frac{dW(r)}{dr} \bigg|_{r=b} \]  

(5)

The moment \( M_{b'} \) can be expressed as follows:

\[ M_{b'} = \frac{M_{pzt} b^2}{D_c \left( 1 + \gamma \right) \left( b^2 - a^2 \right)} \]  

(6)

The deflection equation can be rewritten as:

\[ W(r) = \frac{M_{pzt} a^2 \left( r^2 - 2b^2 \log \frac{r}{b} - b^2 \right)}{2D_c \left( 1 + \gamma \right) \left( b^2 - a^2 \right)}, \quad (a \leq r \leq b) \]  

(7)

\[ W(r) = \frac{M_{pzt} b^2 \left( a^2 - r^2 \right) + a^2 \left( 2b^2 \log \frac{a^2}{b} - b^2 \right)}{2D_c \left( 1 + \gamma \right) \left( b^2 - a^2 \right)}, \quad (0 \leq r \leq a) \]  

(8)
Under constant pressure difference $p$, the deflection of the passive plate is:

$$W_i(p) = \frac{p}{64D_p} \left[ b \left( b^2 - a^2 \right)^2 + \frac{(M_0 - M_1) a^2}{4D_e} \left( r^2 - 2b \log r - b^2 \right) \right]$$

Where $M_0$ and $M_1$ are two intermediate bending moments, the continuity condition of the slope of the deflection at $r = a$ can be used to determine $M_0$ and the other moment can be expressed as:

$$M_{21} = \frac{P}{16} \left[ \left( 1 + \gamma_p \right) b^2 - \left( 3 + \gamma_p \right) a^2 \right]$$

The deflection of the three-layer structure can be expressed as follows:

$$W_i(p) = \frac{p}{64D_p} \left( b - a^2 \right)^2 + \frac{(M_0 - M_1) a^2}{2D_e} \left( r^2 - 2b \log r - b^2 \right)$$

$$+ \frac{p}{64D_p} \left( 5 + \gamma_p \right) \left[ a^2 - r^2 \right] + \frac{M_2 a^2 - r^2}{2D_e (1 + \gamma_p)}.$$

(11)

For the bonding material, the stress follows:

$$\sigma_b = \frac{F_s}{1 - \gamma_p} e_p$$

where $e_p$ is the strain of the bonding material.

### 2.2. Ring-type deflection

Assuming the whole system is linear, the deflection equations for the ring-type actuator can be expressed as follow:

$$W_i(p) = \frac{M_i}{12D_e} \left[ R_i^2 - R_e^2 \right] \left( R_i^2 - r^2 \right) + \frac{M_i}{12D_e} \left[ R_i^2 - 2R_e^2 \log R_i / R_e - R_e^2 \right]$$

$$- \frac{M_i}{2D_e} \left[ R_i^2 - R_e^2 \right] \left( R_i^2 - r^2 \right) + \frac{M_i}{2D_e} \left[ R_i^2 - 2R_e^2 \log R_i / R_e - R_e^2 \right],$$

$$0 \leq r \leq R_i$$

(13)

$$W_i(p) = \frac{M_i}{12D_e} \left[ R_i^2 - R_e^2 \right] \left( R_i^2 - r^2 \right) + \frac{M_i}{12D_e} \left[ R_i^2 - 2R_e^2 \log R_i / R_e - R_e^2 \right]$$

$$- \frac{M_i}{2D_e} \left[ R_i^2 - R_e^2 \right] \left( R_i^2 - r^2 \right) + \frac{M_i}{2D_e} \left[ R_i^2 - 2R_e^2 \log R_i / R_e - R_e^2 \right],$$

$$R_i \leq r \leq R_e$$

(14)

$$W_i(p) = \frac{M_i}{12D_e} \left[ R_i^2 - R_e^2 \right] \left( R_i^2 - r^2 \right) + \frac{M_i}{12D_e} \left[ R_i^2 - 2R_e^2 \log R_i / R_e - R_e^2 \right]$$

$$- \frac{M_i}{2D_e} \left[ R_i^2 - R_e^2 \right] \left( R_i^2 - r^2 \right) + \frac{M_i}{2D_e} \left[ R_i^2 - 2R_e^2 \log R_i / R_e - R_e^2 \right],$$

$$R_i \leq r \leq R_e$$

(15)

The deflection caused by pressure difference can be expressed similar to the case of disk-type actuator; the deflection induced by mechanical pressure can be determined by using the superposition method as follows:

$$W_i(p) = W_i(p) + \frac{p}{64D_p} \left( b - a^2 \right)^2 + \frac{(M_0 - M_1) a^2}{2D_e} \left( r^2 - 2b \log r - b^2 \right)$$

$$+ \frac{p}{64D_p} \left( 5 + \gamma_p \right) \left[ a^2 - r^2 \right] + \frac{M_2 a^2 - r^2}{2D_e (1 + \gamma_p)},$$

$$0 \leq r \leq R_i$$

(16)

$$W_i(p) = W_i(p) + \frac{p}{64D_p} \left( b - a^2 \right)^2 + \frac{(M_0 - M_1) a^2}{2D_e} \left( r^2 - 2b \log r - b^2 \right)$$

$$+ \frac{p}{64D_p} \left( 5 + \gamma_p \right) \left[ a^2 - r^2 \right] + \frac{M_2 a^2 - r^2}{2D_e (1 + \gamma_p)},$$

$$R_i \leq r \leq R_e$$

(17)

$$W_i(p) = W_i(p) + \frac{p}{64D_p} \left( b - a^2 \right)^2 + \frac{(M_0 - M_1) a^2}{2D_e} \left( r^2 - 2b \log r - b^2 \right)$$

$$+ \frac{p}{64D_p} \left( 5 + \gamma_p \right) \left[ a^2 - r^2 \right] + \frac{M_2 a^2 - r^2}{2D_e (1 + \gamma_p)},$$

$$R_i \leq r \leq R_e$$

(18)

Where, $M'$ and $M'$ are two intermediate bending moments, of which

$$M' = p\left[ 3 + \gamma_p \right] \left( R_i^2 - R_e^2 \right) / 16$$

$$M'' = \frac{p}{16} \left[ 1 + \gamma_p \right] \left( R_i^2 - R_e^2 \right) / 16$$

The relation between the total generated current and the methanol solution flow rate can be written as:

$$I = Q \times D_a \times 6 \times F$$

(21)

where $D_a$ is the molar density of methanol solution and $F$ is Faraday’s constant.

### 3. Model validation and predicted results

Water is used as working fluid whose property is quite close to that of the methanol water solution. Comparison between the measured water flow-rate [14] under different head pressure were compared with the predicted results as shown in Figure 3. The larger flow rate corresponds to the lower pressure head. As shown in the figure there is a good agreement between the experimental and predicted results.

Fig. 3: Flow rate versus pressure head, $f = 200$ Hz.

Fig. 4: Comparison between experimental and numerical results of the diaphragm deflections.

Figure 4 shows a comparison of the deflection of the diaphragm between the predicted results of the present model and the experimental results of Zhang et al. [13]. The predicted results have the same trend of the experimental data and the maximum deflection always appears at the center. The numerical deflection is smaller than the experimental this may tends to the fabrication process may result in some residual stress or strain and the boundary conditions are not ideal fixed. Also the actual deformation of the bending actuator in three-dimensional but the numerical result is two-dimensional. Furthermore, there may be deflections and non-uniformities in the materials used for experiments therefore the experimental data will not be accurate.
Fig. 5: Center deflection results of the diaphragm under different voltage.

Fig. 6: Output power under different operation conditions, \( f = 100 \text{ Hz} \).

The predicted center deflection of the micropump and the applied voltage is linear as shown in Fig. 5. Increasing the applied voltage will increase the applied electric field; therefore the deflection and the volume displacement will increase. The applied electrical field cannot exceed a certain limit or the PZT material will be depolarized. The applied AC voltage is sinusoidal and the frequency is 100 Hz give much larger deflections as shown in Fig. 5. The output power under different conditions consumed by the piezoelectric micropump from the total power generated by fuel cell is shown in Fig. 6. The power generated by the fuel cell is not enough to drive the micropump for both 2 and 4 ml/min then the flow rate must be less than these values to get positive output power.

4. Conclusions

This research is focused on the development of a valveless piezoelectric micropump for miniaturized direct methanol fuel cell system as power source for portable electronics. A theoretical study is conducted to design, optimize, and characterize such a system. This work demonstrates that the working principle of the whole system design is sound and viable. A mathematical model was used to simulate the behavior of the micropump. The results of mechanical calculations and simulations show good agreement with the actual behavior of the pumps.
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Abstract

Thin film solar cells based on CuZnSnS\textsubscript{4} (CZTS) absorbers are proposed with the structure glass/Mo/CZTS/buffer/ZnO. In this work we have simulated CZTS thin film solar cell using solar cell capacitance simulator (SCAPS). The influences of thickness of (CZTS) absorber, thickness of (CdS) buffer layer and Zinc oxide window Layer (ZnO) on the photovoltaic cell parameters are studied. It can be seen after reviewing the results, that for high conversion efficiency, the cell should have a thin buffer layer and a thick absorber layer. In addition, the effect of operating temperature on the cell performance shows that the efficiency will be strongly affected by the increased temperature.

Keywords: CZTS; solar cell; SCAPS.

1. Introduction

Recently, CuZnSnS\textsubscript{S/Se} (CZTS) has also been considered as a possible candidate for photovoltaic applications since it only consists of abundant elements \cite{1}. However, potentially other p-type semiconductors with fewer elements and perhaps reduced complexity than CZTS are also available such as the ternary Cu–Sn–S system or SnS \cite{2}.

CZTS is an quaternary semiconducting compound which has received increasing interest as an absorber layer in a thin film solar cell because of a suitable band-gap energy of 1.4-1.5 eV and of a large absorption coefficient over 10\textsuperscript{4} cm\textsuperscript{-1} \cite{3, 4}. Carrier concentrations and absorption coefficient of CZTS are similar to CIGS. Other properties such as carrier lifetime (and related diffusion length) are low (below 9 ns) for CZTS.

This low carrier lifetime may be due to high density of active defects or recombination at grain boundaries. However, chalcopyrite solar cells employing alternative buffers can reach the same efficiency as those with CdS buffers. Moreover, in some cases it is observed though that these alternative buffers, are more prone to metastable effects like hight soaking and show less stability in damp heat testing \cite{3}.

In the present contribution, a numerical study has been realized in order to show the effect of thickness and doping of a window ,buffer and absorbent layers in the photovoltaic cell parameters CZTS base solar cells. The calculations have been performed using a numerical model with the solar cell capacitance simuation (SCAPS) program.

2. Device modelling

Numerical simulation is now almost indispensable for the understanding and design of solar cells based on crystalline, polycrystalline and amorphous materials \cite{4}. SCAPS is a numerical device simulator for thin film solar cells, It is developed especially for CdTe and CIGS solar cells and Other such as CZTS \cite{5}.

In the model the CZTS the absorber is P-type, with a gap of 1.5 eV and the junction is made between the CZTS P-type and N-type CdS which has a gap of 2.45 eV. The window layer is formed of ZnO with a gap equal to 3.3 eV.

In the present work, numerical modeling of CZTS thin film solar cell has been performed SCAPS computer software program \cite{6}. So as to investigate the effects of thickness and doping of layers such window layers , buffer layer and absorber layer on the photovoltaic cell parameters grading on the overall CZTS solar cell device performance . Note that version SCAPS 2.8 car handle graded cell structures \cite{7}.
3. Results and discussion

The structure has been studied under solar spectrum AM 1.5 with $p=1000\text{W/m}^2$ and at a temperature $T=300^\circ\text{K}$. The measurement of the photovoltaic parameters has been made in the case of a null series resistance and shunt resistance infinitely large. In what follows, we will present our result regarding the influence of the three layers, namely window layer ZnO, buffer layer CdS and absorber layer CZTS on the efficiency of the electric conversion. For that purpose, we have varied the thickness of one layer and kept unchanged the optimal value of the other two remaining layers.

3.1. Influence of absorbent layer thickness on conversion efficiency

The cell photovoltaic parameters for various thicknesses of CZTS ranging from 1 to 4 $\mu\text{m}$ are given in Fig 2. We observe that as the thickness of CZTS is increased both $V_{oc}$ and $J_{sc}$ of CZTS solar cells increased as will. In fact this allows the collection of lighten wave lengths which contribute to the generation of the electron-trou pairs [8], and result in the increases of the $V_{oc}$ and $J_{sc}$.
It is generally agreed that values of \( V_{oc} \) and \( J_{sc} \) will be reduced if the thickness of the absorber layer is reduced. This may be caused by the recombination process at the contact back of the solar cell.

Note that as the thickness of CZTS increases the efficiency increases and linearly. On the other hand, the fill factor of the solar cell as well with the increases of the thickness of the absorber layer (see Fig.2). This is in good. Moreover for Fig.2, we can notice that four a thickness of CZTS of 4\( \mu \)m, an imported electric efficiency of 14.98% can be reached for the solar cell of interest.

3.2. Influence of window layer thickness on conversion efficiency

For the thickness of ZnO we have proceeded from 0.02 \( \mu \)m to 0.1 \( \mu \)m, with regarding the cell photovoltaic parameters for various thickness of ZnO, we notice that as the thickness of the window layer of ZnO from 0.02 to 0.1 \( \mu \)m, the fill factor decreases significantly. The same trend can be observed from Fig.3 for the efficiency which decreases from 14.76% to 14.98 %.

This means that the increases of the thickness of the window layer will affect efficiency. Besides, when the window layer thickness is very thin, the cell performance degrades. The reason could be to on the are hard the increases of series resistance (increases of losses) [9], and on the other hard to the thickness of the layer. As for as the thickness decreases, the absorption increases (for longer wave lengths). Consequently, an optimal thickness of ZnO layer necessary for best performance of solar battery.

3.3. Influence of buffer layer thickness on conversion efficiency

Let as now turn our attention to the influence of thickness of buffer layer on the solar cell efficiency. For that purpose, we now show the influence of the thickness of CdS buffer layer on the solar cell efficiency. In this respect, we present in Fig.3 the cell photovoltaic parameters for various thicknesses of CdS of ranging from 0.005 to 0.03 \( \mu \)m, we observe that except for the parameter \( V_{oc} \) which remain constant, cell remaining parameters of interest increases with varying the thickness of CdS layer. Fig.4 shows the variation of the efficiency as a fraction of the thickness of CdS buffer layer. Note that the efficiency increases momently with increase the thickness of CdS.

4. Conclusion

In the present study, the effect of thickness of the different layers of interest on the parameters of the photovoltaic cell has been investigated. We have determined the optimal parameters for each layers which constitute the solar structure (ZnO, CdS and CZTS) and which give the best efficiency. After that we have obtained the optimal structure of the solar cell of interest. By combining the optimal parameters of each layer. On study solved that the best structure must have a window layer (ZnO) of thickness of 0.02 \( \mu \)m, a buffer layer (CdS) of thickness of 0.05 \( \mu \)m and an absorbent layer (CZTS) of thickness of 4 \( \mu \)m. These characteristics show the best transport of carriers by reducing their recombinations at the back contact level. The solar cells with these parameters give an electric efficiency of 14.98% with a fill factor of 77.08%.
current density of 25.58 mA/cm² and voltage of open circuit of 0.7595 Volt. The obtained efficiency in the present study is better than those reputed so far in the literature for CZTS based solar cells.
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Abstract

Solar radiation incident on vertical and inclined surfaces consists of beam, sky diffuse and ground reflected components. The ground reflected component may be significant, particularly in the northern latitudes due to low elevations of the sun and, at times, due to the presence of highly reflecting snow cover. Accurate estimation of ground reflected radiation would require knowledge of the foreground type and geometry, its reflectivity and the condition of the sky. The electrical current generated by the solar cells is very sensitive to the incident spectral distribution and intensity. This distribution varies greatly during the day due to changes in the sun’s position or weather conditions. This work investigates the feasibility of using a solar spectral radiation model SMARTS2 to estimate the global solar irradiance on two different sites in Algeria (Setif and Bejaia) and assess the influence of varying ground albedo on the conversion efficiency of GaInP and amorphous (a-Si:H) solar cells. The results show an augmentation in the short circuit current of amorphous (a-Si:H) solar cell due to increasing albedo. It is 6.25% and 9.84% under global radiation and for Setif and Bejaia sites respectively. However for GaInP solar cell, the augmentation of the short circuit current is 6.97% and 10.93% for Setif and Bejaia sites respectively. Nevertheless, the efficiency increases with increasing albedo for GaInP and amorphous (a-Si:H) solar cells.

Keywords: Ground Reflectance; Albedo; Solar Cells, (a-Si:H); GaInP; Irradiance.
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1. Introduction

Accurate knowledge of solar radiation at the Earth’s surface is an important issue in many disciplines related to solar energy, environment, climate, architecture, and agriculture, illumination engineering and biophysical impacts of atmospheric pollution in large cities, atmospheric physics and remote sensing[1].

Atmospheric parameters play a very important role in the earth’s radiation budget and, therefore, are very important in climate change [2-9]. Due to natural spectral sensitivity of solar cell devices, the solar spectrum is one of those environmental factors which may strongly influence module’s performance.

Surface albedo, defined as the ratio of reflected to incoming radiation fluxes, is acknowledged to be one of the dominating factors of the Earth’s radiation budget [4]. Snow and ice have the highest albedo of all surface types on the Earth. Variations in the surface albedo of the Arctic region have a large effect on the radiation budget of the earth atmosphere system and thereby on the global climate [5]. The ground albedo varies with a number of factors, such as the properties of ground surface material, solar position, sky clearness, ground vegetation, snow coverage, etc. An ideal white body has an albedo of 100% and an ideal black body, 0%. Visually we can estimate the albedo of an object’s surface from its color. Albedo irradiation changes the spectral distribution of the incident irradiation on the surface of the PV device, which in turn affects system output [6].

In general, PV modules are optimized under Standard Testing Conditions (STC), which are defined as 1000 W/m² irradiance with an AM 1.5 spectrum at 25°C. In real operating conditions, the module output is strongly affected by various environmental conditions such as irradiance, temperature and spectral effects [7]. Furthermore the impact of each climatic factor on the energy production varies according to the module technology in use.

The main propose of this paper is to know how (a-Si:H) and GaInP solar cells, perform under possible
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solar spectrum variations and which albedo parameters produce more influence. For this reason, the variations short circuit, and efficiency of (a-Si: H) and GaInP solar cells due to the possible variations of the global solar spectral irradiance are obtained. The solar irradiance striking solar cells is estimated using the spectral irradiance model for clear skies SMARTS2 (Simple Model of Atmospheric Radiative Transfer of Sunshine) on different site of Algeria (Setif and Bejaia).

2. Calculation procedures

2.1. Spectral solar irradiance calculation

A large range of atmospheric radiation models has been elaborated by different authors for calculating the spectral solar irradiation [8]. Several of these models have been developed by various climate research centers and are highly complex numerical models utilizing the satellite observations as inputs. A physical spectral model is proposed by Gueymard [9-10] and called SMARTS2 (Simple Model of Atmospheric Radiative Transfer of Sunshine) is introduced here to examine the seasonal variation on the thin film solar cells output. It can be used in a variety of applications to predict full terrestrial spectra under any cloudless atmospheric condition. It gained acceptance in both the atmospheric and engineering fields due to its low number of inputs, ease of use, to its versatility, execution speed, and various refinements. It can calculate punctual estimations of spectral irradiances using as input parameters the local geographic coordinates, atmospheric water vapor content, atmospheric pressure, ground reflectance and aerosol optical thickness. SMARTS2 is used to generate the global component of the solar spectra for two sites in Algeria (Setif, Bejaia).

2.2. Cell Parameters Calculation

One of the key device parameters of a solar cell is the short circuit current density (Jsc). This parameter can be calculated by convoluting the spectral response of the device and the incident solar spectrum using the following equation:

\[ J_{sc} = \int E(\lambda)SR(\lambda)d\lambda \] (1)

Where SR (\(\lambda\)) is the spectral response of the device (A/W), E (\(\lambda\)) the global irradiance (W/m² nm) as a function of wavelength \(\lambda\) (nm)

The open-circuit voltage VOC and short-circuit current are related as follows:

\[ V_{oc} = n \frac{kT}{q} \ln \left( \frac{I_{sc}}{I_s} + 1 \right) \] (2)

After the calculation of \(V_{oc}\), the fill factor (FF) can be calculated using the normalized open circuit voltage \(V_{oc}\) [11]:

\[ FF = \frac{V_{oc} - \ln(v_{oc} + 0.72)}{v_{oc} + 1} \] (3)

The ideality factor, n, and the saturation current, Is, are computed from the I-V characteristics using an approach that involves the use of an auxiliary function [12].

The fill factor and the conversion efficiency of the solar cell are linked through:

\[ \eta = FF \frac{V_{oc} I_{sc}}{P_i S} \] (4)

Where: Isc is the short circuit current, S is the solar cell area, and Pi is the total irradiance in W/m² and is given by:

\[ P_i = \int E(\lambda) d\lambda \] (5)

With E (\(\lambda\)) is the spectral irradiance.

Figure 1 show the measured spectral response data of GaInP and amorphous (a-Si: H) solar cells [13-14].

Figure.1 Spectral response of (a-Si: H) and GaInP solar cells [13-14].

3. Results and discussion

The global solar irradiance is calculated at Setif (36.11° N, 5.41°E and 1081m) and Bejaia (36.45° N, 5.04° E and 0.009 m) on a horizontal surface by
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varying the albedo parameter and maintaining the others fixed (water vapor, air mass and turbidity) using SMART2. Then for each value of the ground albedo, we calculated the short circuit current, and the conversion efficiency of solar cells.

The variations of the short circuit current as a function of the ground albedo are illustrated in Table 1. The short circuit current increases with increasing albedo for the different types of solar cells. Whereas, the efficiency increases also with increasing albedo on the site of Setif and Bejaia for (a-Si: H) and GaInP solar cells. This increase is greater in the site of Bejaia then Setif. The augmentation in the short circuit current due to increasing Albedo (Table 1) is 6.25% and 9.84% under global radiation and for Setif and Bejaia sites respectively. However for GaInP solar cell, the augmentation of the short circuit current is 6.97% and 10.93% for Setif and Bejaia sites respectively. This is illustrated in Figure 2 and 3.

<table>
<thead>
<tr>
<th>Albedo</th>
<th>Jsc (mA/cm²) GaInP</th>
<th>Jsc (mA/cm²) (a-Si: H)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Setif</td>
<td>Bejaia</td>
</tr>
<tr>
<td>0.1</td>
<td>135.120</td>
<td>133.420</td>
</tr>
<tr>
<td>0.2</td>
<td>136.965</td>
<td>136.207</td>
</tr>
<tr>
<td>0.3</td>
<td>138.861</td>
<td>139.128</td>
</tr>
<tr>
<td>0.4</td>
<td>140.811</td>
<td>142.197</td>
</tr>
<tr>
<td>0.5</td>
<td>142.817</td>
<td>145.424</td>
</tr>
<tr>
<td>0.6</td>
<td>144.882</td>
<td>148.825</td>
</tr>
</tbody>
</table>

Table 1: Influence of ground Albedo on Jsc under global for GaInP and (a-Si: H) solar cells.

Figure 2 Efficiency as function of Albedo under global solar irradiance for GaInP solar cell.

Figure 3 Efficiency as function of Albedo under global solar irradiance for amorphous (a-Si: H) solar cell.

4. Conclusion

The global solar irradiance incident irradiance incident on different types of solar cells on diverse site of Algeria is simulated using the spectral irradiance model SMARTS2 for varying atmospheric conditions. The analysis shows that the efficiency increases with increasing albedo for (a-Si: H) and GaInP solar cells. The effect is greater in the site of Bejaia then Setif and on the GaInP then (a-Si: H) solar cells.
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Abstract

In this paper, a finite difference modeling of single layer organic light emitting diode “OLED” based on MEH-PPV [Poly (2-Methoxy, 5-di’Ethyl-Hexoxy)-1, 4-Phenylene-Vinylene] and DP-PPV [Poly (2, 3-DiPhenyl-Phenylene-Vinylene)] is presented through the simulation of the basic equations i.e. the time independent continuity equations, with a drift diffusion form for current density, coupled to Poisson’s equation. Thus, several parameters are extracted from this model; J (V) characteristics for the two devices which are compared to the experimental results and the spatial distributions of the potential, the electric field and the carrier concentrations.

Key words: OLED; simulation; finite difference; MEH-PPV; DP-PPV; J(V) characteristics

1. Introduction

Organic light emitting devices have been remarkably improved since the announcement of the first Organic light emitting diode “OLED” in 1987[1]. These organic devices have a great potential indeed in various industries as are used in many applications such as lighting, handheld displays like smart phones, tablets and cameras and TV’s of course. Even though this great development, OLED’s are still lacking in some other areas related to the lifetime of these devices, the injection and transport mechanism which are not properly determined since the organic semiconductors have an amorphous structure unlike the inorganic ones that present a crystallized one.

To understand the operation principle of such devices, and before manufacturing them, we have to predict first their behavior by studying them trough what we know now as “Numerical modeling”[2], which is a powerful method of visualizing the dynamic behavior of physical systems of such devices. In this respect, we used an electrical model composed of Poisson’s equation, coupled to the time independent continuity equations, with a drift diffusion form for the current density.

In this paper, we present the model that we worked on along with the boundary conditions[3] where a set of equations were solved using finite difference method. Simulation results of J (V) characteristics for different organic semiconductor materials and for various thicknesses were compared to experimental data from[4, 5], a spatial distribution of carrier density, potential and electric field are shown.

2. The device model

In this section, the electrical model is presented along with the boundary conditions; finite difference method was applied to solve the basic equations and Gummel iteration is used[6].

2.1. Governing equations

To fully understand the mechanism of the transport and the injection of electrons/holes, we use the inorganic semiconductor devices equations i.e. the time independent continuity equations, with a drift diffusion form for current density, coupled to Poisson’s equation, for modeling the organic semiconductor based devices as follows:

\[ \frac{\partial J_n}{\partial x} = G - R; \quad \frac{\partial J_p}{\partial x} = G - R, \]  \hspace{1cm} (1)
\[ J_n = q \mu_n \left( n E + \frac{k_B T}{q} \frac{\partial n}{\partial x} \right) \]
\[ J_p = q \mu_p \left( p - \frac{k_B T}{q} \frac{\partial p}{\partial x} \right) \]

Where \( q \) is the electronic charge, \( n(p) \) is the electron (hole) density, \( E \) is the electric field, \( k_B \) is Boltzmann’s constant, \( T \) is the temperature and, \( \mu_n(\mu_p) \) is the electron (hole) mobility which is expected to be Poole-Frenkel electric field dependent:

\[ \mu_{PF} = \mu_0 \exp \left( -\frac{q \varepsilon_a}{k_B T} \right) \exp \left( \frac{q \beta}{k_B T} \sqrt{E} \right) \]

Where \( \mu_0 \) is the temperature independent pre-factor mobility, \( \varepsilon_a \) is the thermal activation energy and \( \beta \) is the Poole-Frenkel factor.

Poisson’s equation is:

\[ \frac{d\varepsilon}{dx} = \frac{q}{\varepsilon} \left( p - n + N_D - N_A \right) \]

The electrostatic potential \( \varepsilon \) is related to \( E \) by:

\[ E = -\frac{d\varepsilon}{dx} \]

Where \( \varepsilon \) is the static dielectric constant, \( N_D \) is the donor density and \( N_A \) is the acceptor one.

2.2. Boundary conditions

Considering the boundary conditions for the potential:

\[ V(0) = 0, \quad V(L) = V_a - V_s \]

Where \( V_a(V_s) \) is the application (diffusion) potential.

The diffusion potential is expressed as:

\[ V_d = \frac{k_B T}{q} \ln \left( \frac{n_L}{n_0} \right) = -\frac{k_B T}{q} \ln \left( \frac{p_L}{p_0} \right) \]

The equilibrium free carrier concentrations at the interfaces are \(^1\):

\[ n_0 = N_c \exp \left( -\frac{\phi_{b1}}{k_B T} \right) \]
\[ n_L = N_c \exp \left( -\frac{E_g - \phi_{b1}}{k_B T} \right) \]
\[ p_0 = N_v \exp \left( -\frac{\phi_{b2}}{k_B T} \right) \]
\[ p_L = N_v \exp \left( -\frac{E_g - \phi_{b2}}{k_B T} \right) \]

Where \( N_c \) and \( N_v \) are assumed to be equal and correspond to the density of negatively and positively chargeable sites in the film, \( E_g \) the band gap energy, \( \phi_{b1}(\phi_{b2}) \) is the electron (hole) energy barrier.

The following expressions of the three main equations; (1), (2) and (5) are obtained using the finite difference method \(^1\):

Poisson’s equation:

\[ V_{i+1} + V_{i-1} - 2V_i = \frac{h^2 q}{\varepsilon} (n_i - p_i + N_a - N_b) \]

Coupled continuity and drift-diffusion equations:

\[ \left[ -(V_{i+1} - V_i) \right] n_{i+1} + \left[ (V_i - V_{i-1}) - 2V_T \right] n_i + V_T n_{i-1} = 0 \]
\[ \left[ -(V_{i+1} - V_i) \right] p_{i+1} + \left[ (V_i - V_{i-1}) + 2V_T \right] p_i - V_T p_{i-1} = 0 \]

Fig.1 shows the band diagram of the device, where we consider a single layer organic diode based on: first: MEH-PPV [Poly (2-Methoxy, 5-(O²-Ethynyl Hexoxy))-1, 4-Phenylene-Vinylene], taking into account the electron and hole energy levels \( E_e = 2.8 \text{ eV} \) and \( E_h = 5.3 \text{ eV} \), with the dielectric constant \( \varepsilon_r = 3 \) and \( n_e = 10^{21} \text{ cm}^{-3} \). The organic layer is sandwiched between the anode ITO (Indium Tin Oxide) and the cathode Cu. The barrier for electron injection is \( 1.9 \text{ eV} \) and for hole injection is \( 0.2 \text{ eV} \). Second: DP-PPV with the electron and hole energy levels \( E_e = 2.94 \text{ eV} \) and \( E_h = 5.66 \text{ eV} \), with the
Dielectric constant $\varepsilon = 3$ and $n = 10^{21} \text{cm}^{-3}$. The organic layer is sandwiched between the anode ITO and PEDOT:PSS [Poly (3,4-Ethylenedioxy Thiophene): Poly(Styrene Sulphonato)], and the cathode Ca. The barrier for electron injection is 0.04 eV and for hole injection is 0.46 eV.

Fig. 2 and Fig. 3 present the spatial distribution of the potential and the electric field respectively for ITO/MEH-PPV/Cu device with a thickness of 45.7 nm.

Fig. 4 shows the spatial distribution of the carriers density for both holes and electrons where the density of holes is much greater compared to electrons. In fact, the holes barrier injection is too small that these carriers pass through this barrier, in the opposite of the electrons where only few of them can traverse through this barrier.

Using this model, we can also calculate the J-V characteristics for ITO/MEH-PPV/Cu device for different thicknesses where these results shown in Fig. 5, Fig. 6, and Fig. 7 are compared with experimental ones from 4.
We applied the model used previously on PEDOT: PSS/DP-PPV/Ca device. Fig. 8 shows a comparison of calculated and measured J-V characteristics of a 50-nm-thick DP-PPV diode.

4. Conclusion

In this study, finite difference method was applied for modeling the basic equations that control the operation principle of an OLED. The hole density is much greater than that of the electrons. From the J-V characteristics, the turn-on voltage increase with the thickness of the polymer layer and in the two devices based on MEH-PPV and DP-PPV, the same behavior was noticed and a shift between the experimental data and the calculated results was observed.
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Abstract

ZnO nanoparticles with different grain sizes have been obtained by mechanical milling, after different treatment times: 3, 6, 12 and 24 hours. The final products have been characterized by different analytical techniques, such as X Ray Diffraction, Photoluminescence, Fourier transform infrared (FTIR) and UV-Visible spectroscopies. The cytotoxic effect of one selected concentration ZnO nanoparticles have been evaluated for paramecium growth kinetics and the mortality rate have been recorded as a function of time. Findings demonstrated that the evolution of the paramecium cell number is clearly affected by ZnO Nps presence.
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1. Introduction

Nanotechnology is concerned with nanomaterials whose structures exhibit significantly, novel and improved physical, chemical, and biological properties, phenomena and functionality due to their nanoscaled size and to high surface area to volume ratios [1]. Oxide Nanoparticles (Nps) (size < 100nm) have also attracted considerable attention because of their potential use in a vast range of applications including nanoparticle-assisted drug delivery, cell imaging and cancer therapy in biomedicine [2] photocatalysis [3] and solar cells [4]. Among them, Zinc oxide (ZnO) has been reported to be effective in inactivating various microorganisms [5] and bacteria [6].

However, the mechanisms involved in these experiences remain the subject of intensive debate because of the complexity of the interaction between the Nps, the cells and the surrounding medium.

The objective of this preliminary work is to contribute to a better understanding, as well as the evaluation, of the ZnO Nps cytotoxic effects on paramecium, by using different parameters that reflects the state of cell metabolism.

2. Experimental

2.1 Preparation of ZnO nanoparticles

Commercial ZnO nanoparticles (99, 99% purity) has been milled during different times (3, 6, 12 and 24 h) in order to obtain ZnO Nps with several grain sizes.

2.2 Characterization of ZnO nanoparticles

The obtained powder has firstly been characterized by X-ray diffraction.

Figure 1 shows an example of X-ray diffraction pattern of ZnO nanoparticles.
2.3. Cytotoxicity effects of ZnO Nps on paramecium

Figure 2 shows the paramecium number variation versus time and that, for 4 different milling time obtained samples. Moreover, the response percentage of treated paramecium versus time has been illustrated by Figure 3.

3. Results

Fig 1: X ray diffraction of ZnO nanoparticles

It clearly appears that the ZnO is crystalline in nature, and the diffraction peaks matched a hexagonal zincite phase of ZnO, in accordance with the standard ones. No characteristic peaks of any impurities were detected, suggesting that high-quality ZnO was obtained.

In addition, ZnO nanoparticle grain sizes has been deduced from the Debye -Scherrer formula: \( D = \frac{K \lambda}{\beta \cos \theta} \), where \( K \) is the Scherrer constant (0.9 for ZnO), \( \lambda \) the X-ray wavelength (1.54016 Å for Cu \( K_{\alpha} \) radiation), \( \beta \) the peak width of half maximum and \( \theta \) the Bragg diffraction angle. The average crystallite size estimated was between 6 and 42 nm.

Fig 2: Growth kinetics of the paramecium treated by ZnO nanoparticles as function of time

It appears that the toxicity of Nano ZnO on paramecium cells is quite significant. Generally, these effects occur primarily by a loss of mobility accompanied disorderly movements of ciliated protists, this brings us to confirm the influence of ZnO Nps within cells, despite the presence of the cell membrane, is a barrier against the massive entrance of xenobiotic but is still permeable.

Fig 3: Response percentage of treated paramecium versus time.

The response percentage is a parameter confirms the evolution of growth curves paramecia treated with different grain size of ZnO Nps. The chemical stress releases free radicals in the cell which leads to an alteration (peroxidation) of cellular components (lipids, proteins) so the membrane.
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Abstract

Zinc oxide (ZnO) nanostructures were electrodeposited onto ITO coated glass substrates from nitrate medium at different temperatures. The electrochemical deposition process was analyzed and the characteristics of the nanostructures were discussed. The electrochemical results showed that the deposition temperature had an important effect on the current density and the film morphology. From the Mott-Schottky measurements, the flat-band potential and the donor density for the ZnO nanostructure are determined. The morphological, structural and optical properties were studied by scanning electron microscopy (SEM), x-ray diffraction techniques (XRD) and spectrophotometer in the ultraviolet UV-visible region. The optical transmittance spectrum gave a high transmittance of 82% at low temperatures, and the optical band-gap ($E_g$) of the ZnO nanostructures was between 3.25~3.49 eV.

Keywords: Electrodeposition, ZnO nanostructures, Mott-Schottky, morphology, structure.

1. Introduction

The synthesis of semiconductor crystals with well-defined shapes, sizes, and structures has attracted extraordinary interest in order to realize their unique properties that not only depend on their chemical composition, but also on their shape, structure, phase, size, and size distribution [1, 2]. Zinc oxide (ZnO) is one of the most promising materials for nanotechnology due to its range of potential applications such as sensors, photovoltaic cells, light-emitting diodes and nanogenerators. Among various synthesis methods, electrochemical deposition represents a simple and inexpensive solution based method for synthesis of semiconductor nanostructures. In effect, electrodeposition of ZnO is a versatile growth method and many various nanostructures with a range of morphologies can be easily designed by the technique [3]. Consequently, in recent years, there has been extensive interest in synthesizing various ZnO nanostructures, including nanowires, nanoribbons and nanotubes; the nanostructures growth was controlled by deposition parameters such as electrolyte bath composition, pH, deposition potential or deposition current density and bath temperature [4]. Consequently, in this paper, we report on the influence of deposition temperature on the properties of ZnO nanostructures.

2. Experimental Details

ZnO nanostructures were prepared by electrochemical deposition onto indium doped tin oxide (ITO) glass coated substrates with an exposed area of $1 \times 2 \, \text{cm}^2$ (10~20 $\Omega/\text{cm}^2$ sheet resistance). All the depositions were made in a three-electrode electrochemical cell with the substrate as the working electrode (ITO), a Platinum wire as a counter electrode, saturated calomel electrode (SCE) as reference. The ITO substrate was first degreased in acetone and ethanol by ultrasonication for 15 min, and lastly well rinsed with distilled water. Electrodeposition of ZnO nanostructures and cyclic voltammetry (CV) measurements were carried out using, a computer controlled potentiostat/galvanostat (Voltalab 40) as a potential source. The electrolyte consisted of a solution contained 0.1 M zinc nitrate with 1 M KNO$_3$. The pH of solution is fixed at 6.5. Electrodeposition was performed at different temperatures ranging from 30 to 70 °C, without stirring. The ZnO nanostructure/electrolyte capacitance was measured at an AC frequency of 20
Hz using a VoltaLab 40 Model PGZ301. Little frequency dispersion was observed for the measured capacitances in the frequency region 5-5000 Hz. The surface morphology and microstructure of the ZnO nanostructures were examined using Quanta 200 scanning electron microscope (SEM). Phases identification and crystallographic structure determination were carried out using XRD on a Philips X-pert pro diffractometer with CuKα radiation (λ= 1.5418 Å) in the 0-20 geometry. The optical transmittance spectra were obtained with a SHIMADZU 2401PC spectrophotometer in the ultraviolet UV-visible region. The spectra were corrected for glass substrates.

3. Results

3.1. Electrochemical study

In this work, the applied potential was fixed at -1.3 V vs. SCE, and [Zn+] at 0.1M and bath temperature were changed to systematically examine the electrochemical, morphological and structural properties of electrodeposited ZnO. In order to verify the influence of temperature on the electrochemical behavior of the electrodes in the electrodeposition bath, the cyclic voltammetry was performed. Fig. 1 shows the voltammograms obtained from 0.1 M zinc nitrate aqueous solution at different temperatures. It is clear that the intensity of the cathode current increases with the temperature of the electrolytic bath. Indeed, in the range from 30 and 70 °C, the intensity varies from -1.21 to -3.38 mA/cm², respectively. A change in the kinetics at the electrode can be mentioned as consequence of the shift of the peaks of Zn reduction to more negative values of the potential [5]. The crystallization accompanied by dehydration may depend on the deposition temperature [6].

It’s well established that the electrodeposition of ZnO is a three-stage process [7]. At the first stage, hydroxide ions are contributed from both Zn(NO₃)₂ and KNO₃. Chemical reactions taking place at the working electrode during the electrochemical deposition reaction of ZnO nanostructures are the following [8]:

\[
\text{NO}_3^- + H_2O + 2e^- \rightarrow NO_2^- + 2OH^- \quad (1)
\]

\[
\text{Zn}^{2+} + 2OH^- \rightarrow \text{Zn(OH)}_2 \quad (2)
\]

\[
\text{Zn(OH)}_2 \rightarrow \text{ZnO}_1 + H_2O \quad (3)
\]

This result in the following total reaction:

\[
\text{Zn}^{2+} + \text{NO}_3^- + 2e^- \rightarrow \text{ZnO} + \text{NO}_2^- \quad (4)
\]

Referring to Fig. 1, two reduction picks in the potential range of 0 and -1.4 V vs. SCE are observed. One corresponds to reduce of nitrate ions (NO₃⁻) to hydroxyl ions (OH⁻) (eq 1) which occurs around -0.65 V vs. SCE. The other reaction reduces Zn⁺ ions to metallic Zn (eq 2) which occurs below around -1.0 V. When the applied potential is around -0.7 V, OH⁻ ions are produced in the deposition solution, which in turn react with Zn⁺ ions in the solution to form ZnO (eq 3).

The conduction type, the flat band (Eᶠᵇ), and the estimated donor densities of ZnO were determined using Mott–Schottky (M-S) measurements with 1/C² vs. E at a fixed frequency of 20 k Hz. The capacitance-potential measurements are presented as an M-S plot following the equation below [9]:

\[
\frac{1}{C^2} = \frac{2}{N_D e \varepsilon_0 \varepsilon} \left[ (E - E_{FB}) - \frac{kT}{e} \right] \quad (5)
\]

where C is the space charge capacitance in the semiconductor; Nᵣ is the hole carrier density; e is the elemental charge value; \( \varepsilon_0 \) is the permittivity of the vacuum; of free space; (8.85 \times 10⁻¹² F cm⁻¹); \( \varepsilon \) is the relative permittivity of the semiconductor (\( \varepsilon \) of ZnO is 8.5); E is the applied potential, Eᵣ is the flat band potential, T is the temperature, and k is the Boltzmann constant.

![Fig. 1 Cathodic scan of 0.1 M Zn(NO₃)₂ with 1 M KNO₃ aqueous solution on ITO electrode at pH 6.5 at different bath temperatures from 30 to 70 °C.](image-url)
By plotting the $\frac{1}{C^2}$ versus $E$, the donor density and the flat-band potential of an n-type semiconductor can be obtained from the slope ($= \frac{2}{\varepsilon e_0 e N_D}$) and intercept at $C = 0$. Thus from Fig. 2, the flat-band potential and the donor density of an n-type semiconductor of ZnO deposited at different temperatures are summarized in Table 1. As indicated, the estimated donor densities are found to decrease with increasing deposition temperature.

Table 1: Donor density and flat band potential ($E_f$) calculated from Mott-Schottky equation.

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>$E_f$ (V)</th>
<th>$N_D \times 10^{19}$ cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>-0.870</td>
<td>4.96</td>
</tr>
<tr>
<td>40</td>
<td>-1.029</td>
<td>4.76</td>
</tr>
<tr>
<td>50</td>
<td>-0.800</td>
<td>2.58</td>
</tr>
<tr>
<td>60</td>
<td>-1.148</td>
<td>2.15</td>
</tr>
<tr>
<td>70</td>
<td>-1.026</td>
<td>4.31</td>
</tr>
</tbody>
</table>

3.2. Morphology

The morphology of deposited ZnO nanostructures was observed by SEM (Fig. 3), which exhibited different morphologies. The surface morphologies are found to change considerably as the deposition temperature is increased. For the growth at 30 °C, very thin nanosheet structures grown on the substrate are obtained as illustrated in Fig. 3a. When the deposition temperature is increased from 40 to 70 °C, some sheet structures become quite bigger as shown in Fig. 1b, d and e. In particular, for the deposition temperature around 50 °C, the surface morphology of deposit exhibited entangled nanostructures (Fig. 3c); these morphology is observed in the literature [10, 11].

3.3. Structural analysis

Fig. 4 shows the XRD patterns in the 2θ range of 25 to 75 of the ZnO nanostructures prepared at different temperatures. All samples are polycrystalline with hexagonal wurtzite structure (JCPDS 01-076-0704). Also, these patterns showed that the structure of the deposits was sensitive to the bath temperature used for the deposition of ZnO nanostructures. From the XRD patterns, the crystallinity of ZnO was improved by increasing deposition temperature and as a consequence, intensities of other peaks also increase. In particular, the nanostructure deposited at 70 °C has a strong (101), (100) and (002) orientations; signed for height crystallinity. The average crystallite size was estimated from the full width at half-maximum...

(FWHM) values of diffraction peaks using the Scherrer formula [12]:

\[ D = \frac{0.9 \lambda}{\beta \cos \theta} \]  

(6)

where \( D \) is the crystallite size, \( \beta \) is the broadening of the diffraction line measured at FWHM, \( \lambda \) is the x-ray wavelength (1.5406 Å) used and \( \theta \) is the diffraction angle.

The crystallite size, calculated after correcting for instrumental broadening, along the (002) peak ranges from 55 to 64 nm. From these values, it is observed that the average crystallite size increases with the bath temperature.

3.4. Optical properties

The optical transmission spectra recorded in the range of 200 to 800 nm of the ZnO nanostructures deposited at different temperature are shown in Fig. 5.

The values of the transmission obtained vary from 82 to 74 % with increasing deposition temperature. It may be seen from this entire figure that all the prepared ZnO nanostructures films exhibited high optical transmittance (> 70 %) in the visible region. The decrease of the film transparency with the increase of temperature can be explained by the increasing of the thickness of nanostructures at high temperature [13].

The Tauc’s plot were drawn to determine the energy band gap values of the deposited films, the nature of transition is determined using the following equation [14],

\[ \alpha h\nu = A(h\nu - E_g)^n \]  

(7)

where \( \alpha \) is absorption coefficient in \( \text{cm}^{-1} \), \( h\nu \) is photon energy, \( E_g \) is an energy gap, \( A \) is energy dependent constant and \( n \) is an integer depending on the nature of electronic transitions. For the direct allowed transitions, \( n \) has a value of 1/2 while for the indirect allowed transitions, \( n = 2 \). The value of band gap at different deposition temperature was found to be in the range of 3.25-3.49 eV. These values decrease with increasing the temperature deposition. It can be attributed to improvement in the crystallinity with temperature as supported by XRD studies.
The effect of bath temperature on the electrodeposition of zinc oxide...

4. Conclusion

We have studied the effects of bath temperature on the electrodeposition of nanostructures from nitrate medium. The carrier density of ZnO nanostructures decreased from 4.96×10^20 to 2.15×10^20 cm^-3 with increasing deposition temperature. The nanostructures with different morphology and high crystallinity could be obtained by increasing the temperature. The optical transmittance spectrum gave a relatively high transmittance (> 80 %) and the optical band-gap of the ZnO nanostructures was found to increase with temperature and to be in the range of 3.25-3.49 eV.
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Abstract

In this work, the thermal buckling properties of carbon nanotube with small scale effect are studied. Based on the nonlocal continuum theory and the Timoshenko beam model, the governing equation is derived and the critical buckling temperature is presented. The influences of the scale coefficients, the ratio of the length to the diameter, the transverse shear deformation and rotary inertia are discussed. It can be observed that the small scale effects are significant and should be considered for thermal analysis of carbon nanotube. The critical buckling temperature becomes higher with the ratio of length to the diameter increasing. Furthermore, for smaller ratios of the length to the diameter and higher mode numbers, the transverse shear deformation and rotary inertia have remarkable influences on the thermal buckling behaviors.

Keywords: carbon nanotube, scale effects, nondimensional critical buckling temperature, thermal buckling, Timoshenko beam.
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1. Introduction

Since their discovery, carbon nanotubes were quickly imposed in various areas, particularly in the area of nanotechnology. The unique structure of this compound derived graphene makes it one of the most interesting both electronic and mechanical perspective and promises many marketable outs.

Carbon nanotubes were discovered by chance among the soot obtained in the discharge of an electric arc between two carbon electrodes. It is in this type of experience as researchers from the Universities of Heidelberg and Houston had observed in 1986 carbon molecules of a new type: the fullerenes.

It is in these Sumio Lijima that soot [1] Japanese scholar observed in 1991 funny little hollow tubes made of carbon atoms and that no one had previously noticed. They were given the name of 'carbon nanotubes '.

Some researchers have shown that the mechanical behaviors of the carbon nanotube are sensitive to the thermal effects in the external environment [2-4]. Recently, considering the effects of the transverse shear deformation and rotary inertia, Hsu et al. [5] and Lee and Chang [6] have been undertaken to study the thermal buckling properties of the carbon nanotubes using Timoshenko beam model. At the end to see the scale effect (e,a) on the buckling properties of carbon nanotubes, equation involving the nonlocal Timoshenko beam theory has been established.

2. Motion equation

The nonlocal elasticity model was first presented by Eringen (1972). According to this model, the stress at a reference point in the body is dependent not only on the strain state at that point, but also on the strain state at all of the points throughout the body. The constitutive equation of the nonlocal elasticity can be written as follows

\[ [1-(e_0 a)^2 \nabla^2] \sigma_{ij} = C_{ij} \varepsilon_{ij} \quad (2.1) \]

Where \( C_{ij} \) is the elastic modulus tensor of the classical isotropic elasticity; and \( \sigma_{ij} \) and \( \varepsilon_{ij} \) are the stress and strain tensors, respectively. In addition, \( e_0 \) is a nondimensional material constant, determined by experiments, and \( a \) is an internal characteristic length (e.g. lattice parameter, granular distance). Therefore, \( e_0 a \) is a constant parameter that showing the small-scale effect in nano-structures.

For the nonlocal Timoshenko beam theory, the Hook’s law of carbon nanotube can be expressed as the following partial differential forms:

\[ \sigma_x - (e_0 a)^2 \frac{\partial^2 \varepsilon_x}{\partial x^2} = E \varepsilon_x \quad (2.2a) \]
\[ \tau_{x,z} - (e_0 a)^2 \frac{\partial^2 \gamma_{xz}}{\partial x^2} = G \gamma_{xz} \quad (2.2b) \]

Where:
\( \sigma_x \): The axial stress, 
\( \tau_{x,z} \): The shear stress,
\[ \epsilon_x = \frac{\partial \phi}{\partial x}, \quad (2.3a) \]
\[ \gamma_{xx} - \frac{\partial \psi}{\partial x} = \psi, \quad (2.3b) \]

Where \( W \) is the transverse displacement and \( \psi \) the rotation caused by bending.

For the Timoshenko beam model with the thermal stress, the following relation can be derived:
\[ \frac{\partial s}{\partial x} = -N_T \frac{\partial^2 w}{\partial x^2}, \quad (2.4a) \]
\[ \frac{\partial M}{\partial x} + S = 0, \quad (2.4b) \]

Where \( S \) is the shear force, \( M \) the resultant bending moment and \( N \) the thermal moment which can be expressed as:
\[ N_T = -\frac{a_T A_e}{1-2v}, \quad (2.5) \]

Where \( a \) is the thermal expansion coefficient, \( T \) the temperature change, \( A \) the cross area and \( v \) the Poisson’s ratio.

The bending moment and the shear force can be defined by
\[ M = \int_{A_e} z \sigma_z dA_e, \quad (2.6a) \]
\[ S = K \int_{A_e} \tau_{xz} dA_e, \quad (2.6b) \]

Multiplying equation (2.1a) by \( z \) \( dA_e \) and integrating the result on the surface of \( A \), we obtain:
\[ \int_{A_e} z \sigma_z dA_e - (e_0 a)^2 \int_{A_e} z \frac{\partial^2 \sigma_z}{\partial x^2} dA_e = E \int_{A_e} z \epsilon_x dA_e \]

Substituting equations (2.2a), (2.5a), we obtain:
\[ \int_{A_e} z \sigma_z dA_e - (e_0 a)^2 \int_{A_e} z \frac{\partial^2 \sigma_z}{\partial x^2} dA_e = E \int_{A_e} z^2 \frac{\partial \psi}{\partial x} dA_e \]

Avic: \[ I = \int_{A_e} z^2 dA_e, \quad \frac{\partial M}{\partial x} = I \frac{\partial^2 \psi}{\partial x^2} \]

Or:
\[ M = (e_0 a)^2 \frac{\partial^2 M}{\partial x^2} + E I \frac{\partial \psi}{\partial x}, \quad (2.7a) \]

By integrating equation (2.1b), one obtains:
\[ \int_{A_e} \tau_{xz} dA_e - (e_0 a)^2 \int_{A_e} \frac{\partial^2 \tau_{xz}}{\partial x^2} dA_e = \int_{A_e} G \gamma_{xz} dA_e \]

Substituting equation (2.5b), we obtain:
\[ \frac{\partial^2 \psi}{\partial x^2} = \int_{A_e} \frac{\partial^2 \tau_{xz}}{\partial x^2} dA_e \]

So we obtain:
\[ S - (e_0 a)^2 \frac{\partial^2 S}{\partial x^2} = K A_e G \left( \frac{\partial W}{\partial x} - \psi \right), \quad (2.7b) \]

Where \( I = \int_{A_e} z^2 dA_e \) is the moment of inertia and \( K \) the shear correction factor which is used to compensate for the error due to the constant shear stress assumption.

Based on Eqs. (2.3b) and (2.6a) the following relation can be obtained: (2.3b)
\[ M = E I \frac{\partial \psi}{\partial x} + (e_0 a)^2 \left( -\frac{\partial S}{\partial x} \right), \quad (2.8) \]

Substituting Eq. (2.3a) into Eq. (2.7), we can obtain
\[ M = E I \frac{\partial \psi}{\partial x} + (e_0 a)^2 \left( N_T \frac{\partial^2 W}{\partial x^2} \right), \quad (2.9) \]

Based on Eqs. (2.3a) and (2.6b), we can obtain that
\[ S = K A_e G \left( \frac{\partial W}{\partial x} - \psi \right) + (e_0 a)^2 \left( -N_T \frac{\partial^2 W}{\partial x^2} \right) \]

Substituting Eq. (2.9) into Eq. (2.3a), we can obtain
\[ K A_e G \left( \frac{\partial^2 W}{\partial x^2} - \frac{\partial \psi}{\partial x} \right) + (e_0 a)^2 \left( -N_T \frac{\partial^2 W}{\partial x^2} \right) \]

Based on Eqs. (2.3b), (2.8) and (2.9), the following relation can be derived:
\[ E I \frac{\partial^2 \psi}{\partial x^2} + K A_e G \left( \frac{\partial W}{\partial x} - \psi \right) = 0. \quad (2.12) \]

It can be observed that Eqs. (2.10) and (2.11) are the governing equations. For the clamped boundary condition, the solution of carbon nanotube can be expressed as
\[ w = W \sin(\lambda x), \quad \psi = \psi \cos(\lambda x), \quad (2.13) \]

Where \( W \) and \( \psi \) are the amplitudes of the deflection and the slope, \( \lambda = k \pi / L \) and \( k \) a positive integer which is related to the buckling modes.

Substituting Eq. (2.12) into Eqs. (2.10) and (2.11), we can obtain
\[ (e_0 a)^2 \lambda^2 + 1) \lambda^2 N_T W + \lambda^2 K A_e G W - \lambda K A_e G \psi = 0, \quad (2.14a) \]
\[ \lambda K A_e G W - (\lambda^2 E I + K A_e G) \psi = 0. \quad (2.14b) \]

Then, the critical temperature with the nonlocal continuum theory can be derived as
\[ T_{cr}^{non} = \frac{\lambda^2 K G (1-2v)}{a (e_0 a)^2 \lambda^2 + 1} (K A_e G + E I \lambda^2), \quad (2.15) \]

As a result, the critical buckling temperature can be expressed as the following form [8-9]:
\[ P_{cr} = \frac{T_{cr}^{non}}{I/\pi h_k l_k^2} \]
3. Results and discussions

In this section, numerical calculations for the thermal buckling properties of carbon nanotube are carried out. The material constants used in the calculation are the Young’s modulus $E=1$ TPa, the Poisson’s ratio $\nu=0.3$, the shear modulus $G=E/[2(1+\nu)]$, the shear coefficient $k=10/9$ and the temperature expansion coefficient $\alpha=1.1\times10^{-6}$ K$^{-1}$ which is for the case of the high temperature [10, 11, 12, 13]. It should be noted that according to the previous discussions about the values of $e_0$ and $\alpha$ in detail, $e_0\alpha$ is usually considered as the single scale coefficient which is smaller than 2.0 nm for nanostructure[14,15].

The relation between the critical temperature ($P_{cr}$) and the mode number ($k$) is presented in fig. 1. The ratio of the length to the diameter ($L/d$) is 20. The scale coefficients $e_0\alpha=0, 1$ and 2 nm are considered. The most notable feature is that the results based on the two theories are almost the same for small mode numbers. However, the difference becomes obvious with the mode number increasing. The classical elastic (i.e. the local) model, which does not consider the small scale effects, will give a higher approximation for the critical buckling temperature. But the nonlocal continuum theory will present an accurate and reliable result.

The influences of the ratio of the length to the diameter ($L/d$) on the critical buckling temperature are shown in fig. 2. The scale coefficient is 1 nm. From fig. 2, it can be seen that when the mode number is less than 4, the difference is not obvious. When the mode number is larger than 5, this influence becomes remarkable. Moreover, the critical buckling temperatures for all of the three ratios become larger with the mode number increasing. The larger the ratio of the length to the diameter is, the higher the nondimensional critical buckling temperature becomes. It means that the ratio of the length to the diameter has significant influence on the critical buckling temperature for larger mode numbers.

The relation between the critical buckling temperature ($P$) and the mode number ($k$) with different values of $L/d$. The scale coefficient $e_0\alpha=1$ nm.

Fig. 1. Relation between the critical buckling temperature ($P_{cr}$) and the mode number ($k$) with different scale coefficients ($e_0\alpha$), the value of $L/d=20$.

Fig. 2. Relation between the critical buckling temperature ($P_{cr}$) and the mode number ($k$) with different values of $L/d$. The scale coefficient $e_0\alpha=1$ nm.
The relation between the critical buckling temperature and the ratio of the length to the diameter are shown in fig. 3(a)–(c). The scale coefficients \( e_0 = 0, 1 \) and \( 2 \) nm and the mode number \( k = 1, 5 \) and \( 10 \) are considered, respectively. It can be seen that the ranges of the critical buckling temperature for these mode numbers are quite different. In fig. 3(a), the range is the smallest for \( k = 1 \), but the range is the largest for \( k = 10 \) in fig. 3(c). It means that the larger the mode number is, the higher the critical buckling temperature becomes.

Furthermore, it can be observed that when the ratio of the length to the diameter is small, the scale effects are significant. However, the scale effects on the nondimensional critical buckling temperature will diminish with the ratio (i.e., \( L/d \)) increasing. It implies that the scale effects on the thermal buckling properties are not obvious for slender carbon nanotube but should be taken into account for short nanotube.

4. Conclusions

In this work, based on the nonlocal continuum theory, the governing equation is presented and the critical buckling temperature of carbon nanotube is derived. The influences of the scale coefficient, the ratio of the length to the diameter, the transverse shear deformation and rotary inertia on the thermal buckling properties are discussed. From the results, it can be concluded that the small scale effects should be considered for the thermal buckling behaviors, especially for higher mode numbers and short carbon nanotube. The critical buckling temperature can be changed by different ratios of the length to the diameter. The influences of the transverse shear deformation and rotary inertia are obvious for higher mode numbers and smaller ratios of the length to the diameter.
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Abstract

Perpendicular Silicon nanowires (SiNWs), having 20 micrometer in length, were fabricated by metal assisted chemical etching of n-type Si(100) wafers in aqueous HF solution. In a second step, NiFe films were electrodeposited onto these SiNWs. The structure and magnetic properties of as deposited NiFe layers were studied by X ray diffraction (XRD) and vibrating sample magnetometer (VSM). From X-ray diffraction, the FCC NiFe structure was evidenced with a lattice constant, a, equal to 3.5270 Å. From hysteresis curves, we compute the coercive field, Hc, values. We found that the Hc values range from 102 Oe to 236 Oe.

Keywords: Silicon nanowires, NiFe alloy, structure, magnetic properties.

1 Introduction

In recent decades nanomaterials science and nanotechnology is one of the most attractive areas for scientists, both fundamental and technological level, because of the wide range of possible application. The nanowires are part of nanomaterials which have potential applications in the field of optics, electronic components, electronic connectors batteries, solar cells and magnetic recording media ...[1-3]. The nanowires are part of nanomaterials play an important role, in fact they have potential applications in the field of optics, electronic components, electronic connectors batteries, solar cells and magnetic recording media ...[1-3] One of materials most used in magnetism is the permalloy (Ni-Fe) due to its high permeability, low coercivity and low magnetic anisotropy. In this work we studied the elaboration of silicon nanowires, and the electrochemical deposition of NiFe on the silicon nanowires. The morphological, structural and magnetic properties were investigated by different characterization techniques.

2 Experimental methods

Before etching, the Si wafers (substrates) were cleaned in trichloroethylene, acetone and ethanol baths in ultrasonic container. Ten wafers were immersed in 10% HF aqueous solution for 5 min at room temperature to remove the native oxide. In this study four samples of silicon nanowires (SiNWs) were elaborated by the metal assisted chemical etching method. The n-type Si (100) wafers were used. Indeed, the cleaned Si samples were dipped into the AgNO3/HF solution for electroless deposition of Ag nanoparticles (AgNPs) at room temperature (∼20 °C) for 1min. Subsequently, the AgNP coated Si samples were immersed into the HNO3/HF solution for chemical etching for 1 h at room temperature. Finally, the as-etched Si samples were soaked in 69 % HNO3 to remove the residual AgNPs, cleaned with de-ionized water and dried under azote. These samples were used as a substrate to deposit on a NiFe alloy by electrochemical deposition. The electrolyte used is identical to that reported in the references [4, 5]. All chemicals were of analytical grade and they were used without further purification and mixed in deionized...
water. To minimize the oxidation reactions, the solutions were freshly prepared each time before plating. The deposition was carried out at room temperature, in a three-electrode-cell. A platinum mesh was used as counter electrode and an Ag/AgCl electrode as reference electrode. Different potentials were applied to deposit NiFe alloy on the SiNWs. The structural properties were studied with a Philips X-pert diffractometer in the 2θ scan mode using a Cu Kα radiation (1.54056 Å). The morphology of the samples were investigated by Philips XL 30-FEG scanning electron microscope.

The hysteresis loops were obtained at room temperature using a vibrating sample magnetometer (VSM), with an external magnetic field H applied parallel and perpendicular to the samples surfaces.

3 Results and discussions

Figure 1 shows the cyclic voltammogram of the SiNWs (work electrode) in the plating solution. In the descending potential scan (cathodic branch), it is accuracy a deposition of NiFe alloy and the H₂ emission. While the anodic peak arising at positive potentials is the oxidation peak producing a remove of the NiFe deposit [6].

![Fig. 1. Cyclic voltammetry scan for silicon nanowires in NiFe electrolyte.](image)

From this XRD spectrum, Fig. 2. (a), we observed that, before removed AgNPs by nitric acid, characteristic peaks of Ag were observed [8].

![Fig. 2. Example of X-ray diffraction spectra: (a) before remove silver, (b) for NiFe/SiNWs deposit at -2V.](image)

After HNO₃ cleaning, Fig. 2. (b) shows characteristic peaks of bcc NiFe alloy. It is also observed that for the NiFe/SiNW a polycrystalline structure is formed. From this spectrum, we calculated the lattice constant, a (Å), equal to 3.5270 Å. This value is lower than the bulk value a_{bulk}=3.5385 Å [7].

The crystallite size of the NiFe/SiNWs was determined from the widths of the diffraction peaks at half maximum (FWHM) using Scherrer’s formula [9]:

$$D = \frac{0.9\lambda}{\beta \cos \theta}$$

Where λ is the wavelength of the Cu Kα radiation, θ is the diffraction angle of reflection and β is the FWHM of the diffraction line adjusted by pseudo-Voigt function. For the sample deposit at -2V, D, is equal to 16.4 nm.

The figure 3 shows an example of SEM image of the NiFe/SiNWs deposit at -1.8 V. We observed spherical particles were formed on the surface of the silicon.
nanowires. From the section observation, vertical silicon nanowires were observed. Also, it can be seen that some nanowires were broken possible due to the cleavage operation.

The forming process of SiNWs can be described as follow: AgNPs are firstly deposited via Ag⁺ reduction in the AgNO₃/HF solution, and then induce the Si at Ag/Si interfaces to be oxidized and then dissolved by HF, leaving pits into Si wafers. Due to the high density of AgNPs, their sinking into silicon substrat lead to formation of SiNWs [11, 10].

Fig. 3. Plan (a) and cross-sectional (b) view SEM images of NiFe electrochemically deposited onto SiNWs.

In figure 4, we show examples of hysteresis curves for the NiFe/SiNWs with external applied field (H), parallel to the surface of the samples.

Fig. 4. Normalized magnetization loops as a function of applied magnetic field for NiFe/SiNWs for different applied tensions.

From the hysteresis loops we derived the coercive field (Hₑc) of the samples. The values of Hₑc range from 102 Oe to 236 Oe for the tension of -2 V and -1.6 V, respectively. These values are relatively high, in comparison to films [12-14].

4 Conclusion

We elaborated silicon nanowires by metal-assisted chemical etching. NiFe alloy were electrodeposit on these nanowires. The samples presented a polycrystalline structure, having a cell parameter lower than the bulk value. The morphology observed by SEM, shows the formation of spherical particles on the silicon nanowires. The magnetic measurement shows coercivity range from 102 Oe to 236 Oe.
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Abstract

The demand of miniature electronic systems has been increasing for several decades. The physical size of systems is reduced due to advancements in integrated circuits. With reduction in size of electronic systems, there is also an increasing demand of small and low cost antennas. Patch antennas are one of the most attractive antennas for integrated RF systems due to their compatibility with microwave integrated circuits. In this paper, the effects of substrate dielectric constant and particularly the miniaturization of the antenna size on the return loss characteristics of patch micro strip antenna (MSPA) have been investigated using the wave concept iterative procedure (WCIP) method. Accuracy of the present results is compared with previous work which has been done theoretically and experimentally.

keywords: Patch antenna; substrate materials; miniaturization; WCIP method.

1. Introduction

Recently, communication system using electromagnetic waves and especially microwaves became very efficient in many applications such as short range transmission of signals, medical applications, mobiles and laptops where there is a requirement for an antenna which consumes very less space and can be mounted easily in the equipment and still have efficient directive radiation pattern. One such antenna design, which is very famous these days, is micro strip patch antenna MSPA. [1, 2]

Different techniques have been suggested to achieve antenna integration within a single chip. In this paper a simple design by simulation of micro strip patch antenna for microwave applications is proposed by investigating the effects of substrate material nature and antenna size miniaturization on the return loss characteristics of the antenna. Electromagnetic simulations were performed using MATLAB code program which employs the wave concept iterative process method WCIP based on wave concept and fast modal transformation FMT.

2. The theory of the iterative method

The Fast Wave Concept Iterative Process (FWCIP) is introduced firstly in (Azizi et al. 1995; Azizi et al. 1996). It is based on the Definition of transverse waves based on the tangential electric and magnetic fields on some active surface. The same method is denoted in literature as Transverse Wave Formulation - TWF (Wane et al. 2005) and more recently Wave Concept Iterative Procedure - WCIP (Baudrand et al. 2007, Raveu et. al 2007). WCIP compares favorably (Wane and Bajon 2006) with other commercially available software regarding the precision and promises better performance in computation efficiency in structures with very different layer heights.[3]
Let $\Omega$ be a discontinuity plane inside a metallic box (package) (see figure 1). The regions on both sides are filled with homogeneous electric. The two regions are designated as region 1 ($\varepsilon_r_1, h_1, \text{etc.}$) and region 2 ($\varepsilon_r_2, h_2, \text{etc.}$). Let $\Omega_i$ be a surface infinitely close to $\Omega$ in region $i$, $n_i$ the unit vector normal to $\Omega$ and directed into region $i$, $i = 1$ or $2$ (as shown in figure 1).

We define the transverse incident and reflected wave in $\Omega_i$ by the following relation:

$$
\vec{A}_i = \frac{1}{2\sqrt{Z_{oi}}} \left( \vec{E} + Z_{oi} \vec{J} \right) \quad \vec{B}_i = \frac{1}{2\sqrt{Z_{oi}}} \left( \vec{E} - Z_{oi} \vec{J} \right)
$$

where $i$ indicates the medium 1 or 2, $\vec{E}$ the tangential electric field, $Z_{oi}$ stands for the characteristic impedance of the same medium, and $\vec{J}$ is the surface current density.

The waves are subject to constraints imposed by the discontinuity (2) and by the reflection over the metallic walls of the box (3).

$$
\vec{A} = \vec{\Gamma}_{\Omega} \vec{B} + \vec{A}_0 \quad (2)
$$

$$
\vec{B} = \vec{\Gamma}_{\Omega} \vec{A} \quad (3)
$$

$\vec{A}$ is the incident wave generated by the source in the two regions, $\vec{\Gamma}$ and $\vec{\Gamma}_{\Omega}$ denote the reflection operator on the discontinuity surface $\Omega$ and on the metallic walls respectively. The WCIP method solves (2) (3) by an iterative procedure. In (4), (5) $k$ denotes the current iteration and the starting conditions are imposed by the source (6).

$$
\vec{A}^{(k+1)} = \vec{\Gamma}_{\Omega} \vec{B}^{(k)} + \vec{A}_0 
$$

$$
\vec{B}^{(k)} = \vec{\Gamma}_{\Omega} \vec{A}^{(k)}
$$

Equation (2) is applied in the space domain, while (3) is easily implemented in the modal domain, so a fast modal transform (FMT), based on FFT (N’gongo and Baudrand 1999), can be developed in order to go from (4) to (5) and vice versa through the iterative procedure. While this method found its best applications in the analysis of microwave multilayer structures (Akamagool et al. 2001, Wane et al. 2005, Wane and Bajon 2006). [4,5,6]

2.1. Design considerations

In its simplest form, the micro strip antenna consists of a sandwich of two parallel conducting layers separated by a single thin dielectric substrate (see figure 2). The lower conductor functions as a ground plane and the upper conductor functions as radiator. The larger ground plane gives better performance but makes the antenna bigger.

Among different shapes of micro strip patch elements such as rectangular, square, dipole, triangular, circular and elliptical for better radiation characteristics we use rectangular micro strip patch antenna. In this paper the substrate dimensions taken along X-axis is $a$ mm and along Y-axis is $b$ mm. The substrate thickness along Z-axis is $h$ mm.

---

**Figure 1.** Wave concept iterative procedure definitions

**Figure 2.** MPA model encapsulated in box
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The feed location is in the middle of the patch. For good performance, a substrate having a low dielectric constant is desirable since this provides better efficiency, larger bandwidth and better radiation. The design also checks for maximum power transfer by matching the feed line impedance to the impedance of the patch antenna. As an imposed solution we use the Micro strip line feeding technique for impedance matching which is easier, and feed can be fabricated on some substrate as single layer to provide planner structure. [7]

2.2. simulation results

1. simulations

The Structure Interface used in our study and introduced in our MATLAB code is shown in figure 3.

Substrate dielectric constant effect

Figure (1) shows the model for micro strip patch antenna. The different physical parameters simulated by placing them on the proposed model. We have chosen the follow simulation parameters values: axb = 10x10mm; h1 = 2 mm h2 = 1mm; ε1 = 1; Nit (iteration number) ~300; frequency band [2-250] GHz, Frequency step = 0.1 GHz.

Table (1) Physical parameters of substrate materials used in our simulations

<table>
<thead>
<tr>
<th>Substrate material</th>
<th>Dielectric constant εr</th>
<th>Effective Dielectric constant</th>
<th>Loss tangent value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT-Duroid-5880</td>
<td>2.2</td>
<td>2.1144</td>
<td>0.0011</td>
</tr>
<tr>
<td>Neltec NX 9240</td>
<td>2.4</td>
<td>2.3002</td>
<td>0.0010</td>
</tr>
<tr>
<td>Benzocyclobuten</td>
<td>2.6</td>
<td>2.4859</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

Table 2. Analysis of antenna miniaturization

We launched the simulation program for the same structure by varying only the substrate dielectric constant . We have taken three structure cases: I (ε = 2.2); II (ε = 2.4); III (ε = 2.6). We obtain results shown in figures 4, 5 and 6.

Figure 4. Return loss characteristics for antenna with substrate dielectric constant 2.2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Conventional antenna</th>
<th>Antenna N°01</th>
<th>Antenna N°02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active area 7x5 pixel size in mm²</td>
<td>22.00</td>
<td>21.33</td>
<td>20.80</td>
</tr>
<tr>
<td>Volume of antenna axhxB2 mm³</td>
<td>100.00</td>
<td>71.30</td>
<td>45.12</td>
</tr>
<tr>
<td>Active area reduction in %</td>
<td>/</td>
<td>3</td>
<td>5.40</td>
</tr>
<tr>
<td>Volume Reduction in %</td>
<td>/</td>
<td>28.70</td>
<td>54.88</td>
</tr>
</tbody>
</table>
For the miniaturization effects we obtain results depicted in figures 7, 8 and 9.

**Figure 7.** Variation of return loss versus frequency for the conventional antenna.

**Figure 8.** Variation of return loss versus frequency for antenna N°1.

**Figure 9.** Variation of return loss versus frequency for antenna N°2.

### b- Substrate size effect

For an antenna considered as conventional antenna we have chosen the following simulation parameters values: \( axb = 10 \times 10 \text{mm} \); \( h_1 = 2 \text{ mm} \); \( h_2 = 1 \text{ mm} \); \( \varepsilon_r1 = 1 \); \( \varepsilon_r2 = 4.22 \); \( N_{it} = 300 \); frequency band \([0-250] \text{ GHz}\), frequency step \(= 0.1 \text{ GHz} \).

We launched the simulation program for two antennas N°1 and N°2 with the same conventional antenna parameters but by varying substrate sizes and also active patch area as it is presented in table 2.
3. Results

The return loss values obtained for different substrate materials with different dielectric constants 2.2, 2.4, 2.6 are -38.5 dB, -27 dB, -9 dB with resonant frequencies at 105 GHz, 96 GHz and 90 GHz respectively. All the values are having the return loss of < -8 dB and bandwidths are everywhere constant.

Concerning miniaturization, the return loss characteristics is observed for the conventional antenna configuration and depicted in Figure 7 which shows two-band of operation in the frequency band [0-250] GHz. The first band is around 75 GHz with -46 dB. Figure 8 gives return loss characteristics for antenna N°1 which is miniaturized by about 28.70% in volume compared to the conventional antenna, we observe one band of operation around 95 GHz with -37 dB and Figure 9 gives return loss characteristics for antenna N°2 (miniaturized by about 54.88% in volume compared to the conventional antenna) we observe one band of operation around 148 GHz with -55 dB.

4. Conclusion

We conclude that by increasing the dielectric constant of the substrate material gain values are decreased and resonant frequency is shifted left. Concerning miniaturization we observe that by decreasing antenna volume we have significant fluctuation in gain and resonant frequencies are shifted right.

By using simple relations of the WCIP method without leading to a heavy computing time, we have investigated performances of micro strip patch antenna based on different substrate materials and the effect of miniaturization on these performances. The simulated results obtained by WCIP are, mostly, in good agreement with measurements and the literature.
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Abstract

In this work, we are interested in thin films of zinc oxide doped with nickel (Ni), deposited on glass substrates and elaborated by the sol-gel dip coating technique. The effects of the doping concentration in the range of outlet (1%, 3% and 5 at %) have been thoroughly studied. The morphological properties of ZnO-Ni films were studied by Atomic Force Microscopy (AFM). The optical properties of the ZnO:Ni thin films were examined by UV-visible spectroscopy and the Tauc method was used to estimate the optical band gap and hall effect for electrical characteristique. Atomic Force Microscopy has indicated that the surface of the ZnO:Ni thin films have uniform and dense ZnO grains. The optical transmittance of ZnO:Ni thin films increased from 86% to about 93% from pure ZnO films to ZnO film doped with 3 wt% Ni and then decreased for 5 wt% Ni, and the optical band gap from 3.297 eV to 3.23 eV. The electrical characterization performed using the technique of hall effect, gave a maximum electrical conductivity of 9.3 × 10^{-3} (Ω.cm)^{-1} obtained for the film doped with 3% Ni.

Keywords: Ni doped ZnO, Thin films ZnO, Optical properties, Sol gel method, dip coating.
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1. Introduction

In recent years, thin films of zinc oxide have acquired an increasing interest in many research fields because of its many potential applications. The zinc oxide thin film can be used as a very sensitive sensor in chemical gas sensors, as pressure sensor or in electronic devices such as rectifiers, filters, resonators and for radio communications in the manufacture of varistors. Many deposition techniques were used for the production of ZnO thin films, such as laser ablation [1], spray pyrolysis [2], r.f.-magnetron sputtering [3], CVD [4], molecular beam epitaxy [5], vapor-liquid-solid (VLC) method [6] and the process sol gel [7,8] etc. In this paper, thin films of ZnO:Ni were deposited by the sol gel method associated to the dip coating technique using a solution of zinc acetate aim of glass substrates. The objective in this work is to study the effect of nickel doping level by Nickel on the morphological, optical and electrical properties of ZnO:Ni thin films.

2. Experimental part:

2-Methoxethanol and monoethanolamine (MEA) are used as the solvent and stabilizing agent, respectively. Dihydrate Zinc acetate [Zn(CH\textsubscript3}CO\textsubscript2\cdot2H\textsubscript2}O] and dihydrate nickel acetate [Ni(CH\textsubscript3}CO\textsubscript2\cdot2H\textsubscript2}O] are dissolved in a mixture of 2-Methoxethanol and monoethanolamine at room temperature. The concentration of zinc acetate is 0.1 M and the molar ratio of MEA to Zn is maintained at 1:0. ZnO precursor containing Ni-dopants were prepared with different percents (1, 3 and 5 at %). The resulting mixture solution was stirred for 3h at 65°C to yield a clear and homogenous solution. The films ZnO:Ni were prepared by dip-coating method at controlled withdrawal speed 50 mm min⁻¹. Each coated
layer was dried at 200°C for 10 min, and the films were annealed at 500°C for 2 hours in air.

The surface morphology was observed by atomic force microscope (AFM). The optical properties have been studied by a spectrophotometer and the conductivity of the ZnO: Ni thin films were measured by the Hall Effect technique.

3. Results

3.1. Surface morphology

Fig. 1 shows the AFM micrographs of the surface profile for ZnO: Ni thin films. The films of pure ZnO and ZnO doped with Ni at different concentration deference show that the surface is uniform, which contains spherical grains of various sizes. The calculated size of the grains of ZnO films. Neither is given in Table 1 as can be seen, the grain size increases with the concentration of Ni, it goes from 42 nm to 85 nm for pure ZnO and doped ZnO 5 at% Ni respectively.

3.2. Optical properties

The optical properties of thin films of ZnO : Ni was determined from the transmittance measurement in the range of 300-1100 nm. Figure 2 shows the optical transmittance spectra of ZnO: Ni films prepared with different doping levels in Ni. All films show a high transmittance in the UV region of the order of 86-93%. It was observed that the transmittance increases with the increase of Nickel concentration with a maximum value obtained at 3% Nickel. Beyond 5% the transmittance decreases with the increase of the Ni dopant concentration. The transmittance increased to 3 wt% of Ni because the pure ZnO films are porous. Due to doping, nickel atoms occupy vacant sites in ZnO and reduce the dispersion of light and therefore the transmission factor increases with the increase of doping up to 3% of Ni. With an additional increase in the concentration of doping, nickel atoms occupy interstitial sites in the ZnO and increase the absorption of light, and therefore a decrease in transmittance.

The optical energy gap of pure ZnO thin films doped with different rate of nickel doping is given by the following equation [9]:

\[ \alpha(h\nu) = A(h\nu-E_g)^n \]

Where \( A \) is a constant and \( E_g \) is the gap energy. The value of the gap energy can be determined from the intersection of the curve \((\alpha h\nu)^{1/n}\) film with the axis of abscissas [10,11] as is shown in Figure 3. Absorption Coefficient \( \alpha \) can be calculated from the transmittance of ZnO: Ni film with the formula \( \alpha = (1/T) \ln (1/T) \), where \( T \) is the thickness of films ZnO: Ni and \( T \) is the value of transmission. The evolution of the optical gap of the films according to doping is reported in Figure 4.

It can be seen that the optical band gap energy of undoped ZnO film is 3.247 eV. The effect of the Ni doping on films has increased the \( E_g \) values from 3.247 to 3.267 and 3.297 eV for 1 and 3 wt% doped films, respectively. Blue shift due to Ni doping has been largely ascribed to the Burstein–Moss effect. DiTrolio et al. have reported a large variation of \( E_g \) of ZnO film with increasing Ni doping concentration [12].

3.3. Electrical properties

Figure 5 shows the evolution of the conductivity of the films of ZnO: Ni as a function of the dopant concentration (Ni). This curve shows that the conductivity of the ZnO thin film: Ni increases with the increase of the dopant concentration of Ni and reaches its maximum value of 9.310^-2 \( \Omega \cdot \text{cm} \) doping for 3wt% Ni, then it decreases to 4.210^-4 \( \Omega \cdot \text{cm} \). This increase in conductivity with increasing concentration of doping can be performed by increasing the number of charge carriers (electrons) from the donor ions Ni^2+ incorporated in substitutional or interstitial sites of Zn^2+ cation [14]. The reduction of conductivity beyond 3wt% Ni may be due to a decrease in the carrier mobility due to excessive Ni.
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Table 1: Average grain size of the Ni:ZnO thin films with different Ni doping contents.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Average crystallite size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni content at%</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>42</td>
</tr>
<tr>
<td>1</td>
<td>59</td>
</tr>
<tr>
<td>3</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>85</td>
</tr>
</tbody>
</table>

Fig. 1. Three dimensional AFM images of ZnO:Ni thin films at different concentration (a) 0%, (b) 1%, (c) 3% and (d) 5%

Fig. 3. Plot of $(\alpha h\nu)^2$ versus $h\nu$ curves of ZnO:Ni thin films.
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5. Conclusion

In this work, we have developed and characterised thin films of ZnO doped with pur nickel by sol-gel on glass substrates. The atomic force microscope shows spherical grains of different sizes. The ZnO film:Ni developed showed high transmittance which is greater than 86% in the visible region and the optical gap increases with increasing the concentration of Ni. Furthermore, it was found the increase in conductivity with increasing the concentration of Ni up to 9.3 $10^{-3}$ ($\Omega$.cm)$^{-1}$ and has a maximum value obtained for films doped 3% Ni.
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Abstract

In this study, Al-doped zinc oxide (AZO) nanostructures are prepared on polycrystalline fluorine-doped tin oxide (FTO)-coated conducting glass substrates from nitrates baths by the electrodeposition process at 70 °C. The electrochemical, morphological, structural and optical properties of the AZO nanostructures were investigated in terms of different Al concentration in the starting solution. It was found from the Mott–Schottky (M–S) plot that the carrier density of AZO nanostructures varied between $3.11 \times 10^{20}$ to $5.56 \times 10^{20}$ cm$^{-3}$ when the Al concentration was between 0 and 5 mM. Atomic force microscopic (AFM) images reveal that the concentration of Al has a very significant influence on the surface morphology and roughness of AZO thin films. X-ray diffraction (XRD) patterns demonstrate preferential (002) crystallographic orientation having c-axis perpendicular to the surface of the substrate and average crystallites size of the films was about 23–36 nm. As compared to pure ZnO, Al-doped ZnO exhibited lower crystallinity and there is a shift in the (002) diffraction peak to higher angles. ZnO nanostructures were found to be highly transparent and had an average transmittance of 80 % in the visible range of the spectrum. After the incorporation of Al content into ZnO the average transmittance increased and the band-gap tuning was also achieved (from 3.22 to 3.47 eV).

Keywords: Al-doped ZnO; carrier density; electrodeposition; nanostructures; XRD.

1. Introduction

Metal oxide semiconductor films have been widely studied in recent years due to their optical and electrical properties. ZnO is both transparent in the visible region and electrically conductive especially when doped with appropriate metals such as Ga or Al [1]. Doped ZnO thin films are of technological importance because of their great potential for various applications such as transparent conducting electrodes (TCOs), insulating or dielectric layers, light-emitting diodes (LEDs) and for solar cells [1, 2], etc. Al-doped ZnO thin films are prepared by different techniques such as sol-gel, spray pyrolysis, pulsed laser deposition (PLD), magnetron sputtering, and metal organic chemical vapor deposition (MOCVD) [8-12]. Amongst all other methods as mentioned above, electrochemical deposition is one of the most attractive methods for the synthesis of nanostructures of semiconductors oxides [3, 4]. It provides advantages such as the ability to use a low synthesis temperature, low costs, and a high purity in the products. Also, electrodeposition allows the stoichiometry, thickness, and microstructure of the films to be controlled by adjusting the deposition parameters.

In the present paper we have prepared Al-doped ZnO nanostructures by electrochemical deposition technique. The effects of Al doping on the electrochemical, morphologies, microstructures, and optical properties of ZnO nanostructures were studied in detail. The growth mechanism of Al-doped ZnO nanostructures is presumed.

2. Experimental Details

2.1. Electrochemical synthesis

The deposition solution, prepared with distilled water, contained 0.1 M Zn(NO$_3$)$_2$, 1 M KNO$_3$ and between 0.05 and 5 mM Al(NO$_3$)$_3$. The deposition parameters of the AZO films were kept the same as...
those for the undoped ZnO film. Deposition temperature was 70 °C and pH was in the range of 4 to 6. The deposition process was carried out in a three-electrode cell. The counter-electrode was a platinum wire and the reference electrode was a saturated calomel electrode (SCE, +0.241 V vs. SHE). F-doped SnO2 (FTO, 20–23 Ω sq−1)-coated transparent glasses were used as a working electrode. The substrates were cleaned ultrasonically in water, acetone and ethanol. They were activated in 45 % HNO3 for 2 min and finally rinsed with distilled water prior the electrodeposition [5]. The applied potential was -1.7 V vs. SCE. The ZnO nanostructure was deposited in a potentiostatic mode, using a computer-controlled potentiostat/galvanostat (Voltalab 40) as a potential source.

Cyclic voltammetry (CV) was found to offer some noteworthy information in the electrodeposition synthesis of zinc oxide thin film. Table 1 shows the bath composition and the electrodeposition conditions employed in the preparation of the thin films.

Table 1: Deposition conditions of samples AZO0–AZO3.

<table>
<thead>
<tr>
<th>Sample</th>
<th>[Al3+] (mM)</th>
<th>pH</th>
<th>Ea(V/ECS)</th>
<th>Ne (cm2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZO0</td>
<td>0</td>
<td>6.5</td>
<td>-0.42</td>
<td>3.11×108</td>
</tr>
<tr>
<td>AZO1</td>
<td>0.05</td>
<td>5.6</td>
<td>-0.37</td>
<td>3.91×108</td>
</tr>
<tr>
<td>AZO2</td>
<td>0.5</td>
<td>4.6</td>
<td>-0.64</td>
<td>4.27×108</td>
</tr>
<tr>
<td>AZO3</td>
<td>5</td>
<td>3.9</td>
<td>-0.93</td>
<td>5.56×108</td>
</tr>
</tbody>
</table>

2.2. Sample characterization

The Mott-Schottky (M-S) analysis for AZO thin films was carried out by conducting a standard electrochemical measurement at 0.2 kHz frequency in a 1 M KNO3 solution by scanning the potential from positive to negative direction in 50 mV/s steps. The applied potentials were set in the range of -1.0 to +0.2 V vs. SCE. The crystallographic structure of the thin films was analyzed by a Rigaku Smartlab diffractometer using Cu Kα radiation at 40 kV (Cu Kα, λ = 0.15406 nm). The surface morphology was observed by atomic force microscopy (AFM). The RMS roughness (root-mean-square height deviation) of the samples was obtained directly from the software of the AFM (PicoScan 5.3 from Molecular Imaging). The optical transmittance spectra were obtained with a SHIMADZU 2401PC spectrophotometer in the UV-visible region. The spectra were corrected for glass substrates. All measurements were conducted at room temperature.

1. Results

1.1. Electrochemical characterization

The electrodeposition process of ZnO is well-known; first, the reduction of nitrate ions produces nitrite and hydroxide ions at the cathode. This was followed by the interaction of Zn with hydroxide ions forming zinc hydroxide. After dehydration of these hydroxides, ZnO is formed as a final product. This mechanism of electrodeposition is simply described as follows [6],

\[ \text{Zn(NO}_3\text{)}_2 \rightarrow \text{Zn}^{2+} + 2\text{NO}_3^- \] (1)

\[ \text{NO}_3^- + \text{H}_2\text{O} + 2\text{e}^- \rightarrow \text{NO}_2^- + 2\text{OH}^- \] (2)

\[ \text{Zn}^{2+} + 2\text{OH}^- \rightarrow \text{Zn(OH)}_2 \] (3)

\[ \text{Zn(OH)}_2 \rightarrow \text{ZnO} + \text{H}_2\text{O} \] (4)

\[ \text{Zn}^{2+} + 2\text{e}^- \rightarrow \text{Zn} \] (5)

Fig. 1 as shown the CV recorded at 70° C in the potential range of +0.2 to −1.4 V vs. SCE in a nitrate solution at 20 mV s−1. An increase of the cathodic current density begins around -0.7 V corresponds to the nitrate reduction (reaction 2) [7]. The next increase around -1.1 V corresponds to the reduction of Zn2+ into metallic Zn. During the reverse anodic scan, no anodic currents were observed denoting thus the good stability of the films which present no reoxidation process.

In order to understand the influence of Al3+ during the reduction process, voltammetry was also performed at a constant Zn2+ concentration, and from 0.05 to 3 mM Al(NO3)3 (Fig. 2). For comparison, the curve previously obtained from zinc nitrate solution is also represented on Fig. 2 (curve AZO0). Only the cathodic forward sweeps are shown for the sake of clarity.
increasing of Al\textsuperscript{3+} concentration from 0 mM to 5 mM in the electrolyte. The fast increase in current density during electrochemical deposition with Al can be interpreted that Al\textsuperscript{3+} accelerated the reduction of NO\textsuperscript{3-}.

The semiconductor properties such as donor density (N\textsubscript{D}) can be measured from the capacitance measurements [9, 10]. In order to determine the effect of the Al concentration on the defects and donor density of the ZnO nanostructures, M-S analysis was performed. The flat band potential (E\textsubscript{fb}) and the charge carrier density for the semiconductor material (ZnO) can be determined using [11]:

\[
\frac{1}{C^2} = \frac{2}{qεε_0N_DkT} \left( E - E_{fb} - \frac{kT}{q} \right)
\]

where C is the interfacial capacitance, q the electron charge (1.6 × 10\textsuperscript{-19}C), ε\textsubscript{r} the ZnO dielectric constant (ε\textsubscript{r} = 8.5), ε\textsubscript{f} the free space permittivity (8.85 × 10\textsuperscript{-12}F/cm), A the exposed electrode area (1 cm\textsuperscript{2}), E the applied potential across the ZnO space-charge region, E\textsubscript{fb} the flat band potential and kT/q the temperature (T) dependent correction term involving the Boltzmann constant k. Flat-band potentials and donor densities were calculated from the intercept and slope of the M-S plots respectively. Fig. 3 shows the M-S plot for all the samples of undoped and Al-doped ZnO (AZO). The positive slope of the M-S plot confirms the n type conductivity of the samples. The carrier concentration of AZO thin films increases from 3.11×10\textsuperscript{14} to 5.56×10\textsuperscript{16} cm\textsuperscript{-2} with the concentration of Al. This range is in agreement with reported carrier concentrations for AZO [12]. It was observed that by increasing the doping concentration, the flat-band potential also changes from -0.42 to -0.95 V vs. SCE.

All cyclic voltammetry curves show a similar feature. With the presence of Al\textsuperscript{3+} ions in the solution, OH ions also react with Al\textsuperscript{3+} ions to form AlO\textsubscript{3}, which incorporates Al into ZnO and thus dopes the ZnO film [1]:

\[
2Al^{3+} + 3OH^- \rightarrow Al_2(Oh)_3 \rightarrow Al_2O_3 + 3H_2O
\]
1.2. **Morphological analysis**

The two-dimensional AFM images of the surface morphologies of ZnO and AZO thin films are shown in Fig. 4. It was found that the films grow with microcrystalline structure. From the images it is seen that all the film surfaces are well covered with the variably distributed spherical grains of varying sizes. It is evidently seen that addition of Al changes the morphology of thin films from clusters into well defined spherical grains. Surface roughness is one of the important properties of the AZO thin films for many opto-electronics applications, because the smooth structure can reduce the scattering of incident light, which makes the contribution to increase the transmittance [13]. Effectively, the surface roughness of the deposited layers is determined by AFM. It is found that the surface roughness is strongly dependent on the concentration of Al in the solution. From this figure, when Al concentration increased from 0.05 to 5 mM, the RMS roughness increased from 5 to 34 nm.

![AFM images of electrodeposited Al-doped ZnO thin films with different Al content.](image)

It should noted that the maximum value of RMS was observed at C_{Al} = 0.5 mM and attributed to the rough surface of the AZO film. After this maximum of RMS, the latter decreased as the aluminum concentrations increased.

1.3. **Structural analysis**

The XRD patterns of electrodeposited AZO thin films at different Al concentrations are shown in Fig. 5. These patterns are found to have preferred oriented along (002) plane of the wurtzite structure of ZnO with c-axis normal to the substrate surface. Moreover, the peak intensities of those films decreased with increased Al concentrations. This indicates that an increase in doping concentration deteriorates the crystallinity of films, which may be due to the formation of stresses by the difference in ion size between Zn and Al. On the other hand, the peak position of the (002) plane is shifted to the higher value with the increase of Al doping concentration as shown in the table 2.
The shift towards the higher angles may be due to the contraction caused by the substitution of Al\(^{3+}\) (radius 0.53 Å) on the Zn\(^{2+}\) sites (0.60 Å) [14]. The average crystallite size can be estimated from the full width at half maximum (FWHM) values of the diffraction peaks. An average size of the crystallites in the direction perpendicular to the plane of the films could be obtained using the Scherrer equation [15]:

\[
D = \frac{k\lambda}{\beta\cos\theta}
\]

where \(D\) is the crystallite size, \(k\) is a shape factor and usually takes a value of 0.94, \(\lambda\) is the X-ray wavelength (\(\lambda = 1.5406\) Å), \(\beta\) is the FWHM and \(\theta\) is Bragg angle of the given (002) peak. The calculated values of the lattice parameters and average crystallite sizes for ZnO and AZO were summarised in Table 2. When Al doping concentration was increased, the crystallite size of AZO decreased from 36 to 26 nm. Also, the lattice parameters decreases with the increasing the Al content. The reduction of \(a\) and \(c\) parameters may be due to smaller ionic radius of Al\(^{3+}\) than Zn\(^{2+}\).

**Table 2:** The effect of the Al doping concentration on the microstructural and optical properties.

<table>
<thead>
<tr>
<th>Sample</th>
<th>20 (°)</th>
<th>c (Å)</th>
<th>a (Å)</th>
<th>D (nm)</th>
<th>(E_g) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZO0</td>
<td>33.66</td>
<td>5.320</td>
<td>3.258</td>
<td>36.08</td>
<td>3.22</td>
</tr>
<tr>
<td>AZO1</td>
<td>33.73</td>
<td>5.310</td>
<td>3.251</td>
<td>28.70</td>
<td>3.41</td>
</tr>
<tr>
<td>AZO2</td>
<td>33.73</td>
<td>5.310</td>
<td>3.254</td>
<td>26.65</td>
<td>3.44</td>
</tr>
<tr>
<td>AZO3</td>
<td>33.75</td>
<td>5.307</td>
<td>3.249</td>
<td>31.47</td>
<td>3.47</td>
</tr>
</tbody>
</table>

1.4. Optical characterization

Fig. 5a show the optical transmittance spectra of ZnO and AZO thin films deposited on FTO substrates. The value of transmittance increases from 80 % to 90 % with an increase of the Al concentration from 0 to 5 mM. Optical transmission in the visible range is important for TCO applications such as solar cell windows. From the optical absorption spectra, the optical band gap (\(E_g\)) was calculated by using the well-known Tauc relationship [16]:

\[
ahv = A(h\nu - E_g)^n
\]

(9)

Where \(A\) is a constant, \(E_g\) is the band gap of the material, and \(n\) depends on the nature of the transition, being \(n = \frac{1}{2}\) for direct transitions [17]. It can be seen that the band gap increases from 3.27 to 3.47 eV with the increasing of the Al content [18].

**Fig. 6** Transmission spectra of the ZnO and Al doped ZnO (AZO) thin films electrodeposited on FTO.

The optical absorption edge has a blue shift to the region of higher photon energy with an increase in Al concentration. The blue shift behavior in the band gap can be attributed to an increase in the carrier concentration that blocks the lowest states in the conduction band, known as the Burstein–Moss effect [19]; an increase in the carrier concentration in Al doped ZnO will cause the Fermi level to move into the conduction band. Therefore, the low energy transitions are blocked [20, 21]. The filling of the conduction band by electrons generally causes a blue shift in the band gap.

2. Conclusion

Aluminum doped ZnO nanostructures were synthesized by electrochemical method at various Al concentrations. The effects of Al doping on the electrochemical, morphological, microstructural, and
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optical properties of ZnO were examined. By addition of Al in the solution, the voltammogram of ZnO shifts the electrodepositing potential in the positive region. Also, the carrier density of the AZO thin film increased from $3.10 \times 10^{20}$ to $5.60 \times 10^{20} \text{ cm}^{-3}$ with increasing Al concentration. The XRD analysis showed that the crystallinity of the AZO thin films deteriorated as compared to that of ZnO film. The average optical transmittances of AZO films in the visible wavelength range were over 80\%.

The high transmittance of > 80\% in Al-doped ZnO allow it to be used as a TCO in solar cells. The optical band gap of the ZnO films shifted from 3.22 eV to more than 3.47 eV after doping.
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Abstract

In this work, the effect of the radiation on the current-voltage characteristics of device GaAs metal Schottky field effect transistors (MESFET) at room temperature is investigated. Numerical Simulation tuned by means of a physics based device simulator. When the substrate of this transistor is subjected to radiations, structural defects, which are created, have undesirable effects and can degrade the performance of the transistors. These defects appear like deep traps. Results showed that in the presence of donor traps the current-voltage characteristics increases. However, acceptor traps have a significant effect on the current-voltage characteristics. In the presence of acceptor traps, the space charge zone in the channel increases, hence, reduces the current drain.

Keywords: Simulation, defects, silvaco, traps, GaAs

I. INTRODUCTION

The GaAs metal Schottky field effect transistors (MESFET) are one of important components used in electronic devices. Deep traps are believed to be responsible for many parasitic effects in GaAs FETs such as the gate lag and drain lag effects in which a slow transient is observed in the drain current following a voltage applied to the gate or the drain.

The trap properties, energy and cross-section either measured by transient spectroscopy, voltage or optically excited deep level transient spectroscopy (DLTS). The transistor GaAs MESFETs is simulated for two dimensional on a semi-insulating substrate compensated by deep levels, and to clarify effect of impurity compensation by deep levels in the substrate [1].

In this work K. Horio et al, they simulate important case, that is, a case of GaAs MESFET on a Cr-doped semi-insulating substrate where deep Cr acceptors compensate shallow donors [1], and the compare the results with those obtained for a case with deep EL2 donors.

The objective of our work is to make modeling GaAs MESFET using Silvaco ATLAS TCAD simulator. We will determine the electrical characteristics $I_{ds}$, with the influence of traps in low and high-resistivity material for two sample of transistor MESFET presented below.
2. PHYSICAL MODEL

A. Device structure

In this work, we will study two samples of transistors MESFET. As to a model for the semi-insulating substrates, we adopt a two level compensation model as described below.

![Fig. 1. Devices structures simulated in this study.](image)

In the semi-insulating substrate n-type, we assume that deep acceptors \(N_{A}^{+}\) compensate shallow donors \(N_{D}^{+}\). In the p-type semi-insulating substrate, we assume that deep donors \(N_{A}^{-}\) compensate shallow acceptors \(N_{D}^{-}\).

B. Numerical simulation

In this work, we used the simulator TCAD-SILVACO (two-dimensional ATLAS) to study the performance of transistors MESFETs GaAs in the presence of deep traps. The important advantage of this type of simulator is that it gives the ability to visualize physical phenomena inaccessible and therefore observable [2, 3].

The basic equations are the following:

Poisson’s Equation relates the electrostatic potential to the space charge density:

\[
\frac{\partial^2 \psi}{\partial x^2} = \frac{-q}{\varepsilon \varepsilon_0} \left( N_D - N_A + p - n + N_{D^+} - N_{A^-} \right)
\]

Where \(\psi\) is the electrostatic potential, \(\varepsilon \varepsilon_0\) is the local permittivity, \(N_A\) and \(N_D\) are the shallow acceptor density and shallow donor density, respectively, \(p\) and \(n\) are the hole and electron densities, respectively, \(N_{A^+}\) and \(N_{D^-}\) are the ionized deep acceptors and deep donor’s density, respectively.

The continuity equations for electrons and holes are defined by equations:

\[
\frac{\partial n}{\partial t} = -\frac{1}{q} \text{div}J_n + G_n - U_n = 0
\]  

(2.a)

\[
\frac{\partial p}{\partial t} = -\frac{1}{q} \text{div}J_p + G_p - U_p = 0
\]  

(2.b)

Where \(G_n\) and \(G_p\) are the generation rate for electrons and holes, respectively, and \(U_n\), \(U_p\) are the recombination for electrons and holes respectively.

By default, ATLAS includes both Eqs. 2.a and 2.b In some circumstances, however, it is sufficient to solve only one carrier continuity equation.

Derivations based upon the Boltzmann transport theory have shown that a drift-diffusion model may approximate the current densities in the continuity equations. In this case, the current densities are expressed in terms of the quasi-Fermi levels \(\phi_n\) and \(\phi_p\) as:

\[
\overline{J}_n = e \mu_n n \nabla \phi_n
\]  

(3.a)

\[
\overline{J}_p = e \mu_p p \nabla \phi_p
\]  

(3.b)

Where \(\mu_n\) and \(\mu_p\) are the electron and hole mobilities. The quasi-Fermi levels are then linked to the carrier
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concentrations and the potential through the two Boltzmann approximations:

\[ n = n_i \exp \left( \frac{\psi - \phi_n}{kT} \right) \] (4.a)
\[ p = n_i \exp \left( \frac{\phi_p - \psi}{kT} \right) \] (4.b)

Where \( n_i \) is the effective intrinsic concentration and \( T \) is the lattice temperature. These two equations may then be re-written to define the quasi-Fermi potentials:

\[ \phi_n = \psi - \frac{kT}{q} \ln \left[ -\frac{n}{n_i} \right] \] (5.a)
\[ \phi_p = \psi - \frac{kT}{q} \ln \left[ -\frac{p}{n_i} \right] \] (5.b)

By substituting these equations into the current density expressions, the following adapted current relationships are obtained:

\[ \overline{J}_n = qD_n \nabla n - q\mu_n n \nabla \psi - n\mu_n kT \nabla \ln(n_i) \] (6.a)
\[ \overline{J}_p = -qD_p \nabla p - q\mu_p p \nabla \psi + p\mu_p kT \nabla \ln(n_i) \] (6.b)

The final term accounts for the gradient in the effective intrinsic carrier concentration, which takes account of band gap narrowing effects. Effective electric fields are normally defined where by:

\[ \overline{E}_n = -\nabla \left( \psi + \frac{kT}{q} \ln(n_i) \right) \] (7.a)
\[ \overline{E}_p = -\nabla \left( \psi - \frac{kT}{q} \ln(n_i) \right) \] (7.b)

Which then allows the more conventional formulation of drift-diffusion equations to be written see Eqs. 7.a and 7.b.

\[ \overline{J}_n = qD_n \nabla n + q\mu_n n \overline{E}_n \] (7.a)
\[ \overline{J}_p = -qD_p \nabla p + q\mu_p p \overline{E}_p \] (7.b)

It should be noted that this derivation of the drift-diffusion model has tacitly assumed that the Einstein relationship holds. In the case of Boltzmann statistics this corresponds to:

\[ D_n = \frac{kT}{\epsilon} \mu_n \] (8.a)
\[ D_p = \frac{kT}{\epsilon} \mu_p \] (8.b)

The equations are solved by the Newton method. Several models are activated in the simulation including: Shockley-Read-Hall recombination (SRH Model), electric mobility dependent parallel field (Fldmob model), concentration dependent mobility (Conmob model), and impact ionization (impact of Selb model).

3. RESULTS AND DISCUSSIONS

Activation energies and capture cross sections of the traps used in this work [1, 4, 5].

Table.1

<table>
<thead>
<tr>
<th>Deep level</th>
<th>Energy (eV)</th>
<th>Capture cross (cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Electron</td>
<td>Hole</td>
</tr>
<tr>
<td>Donor EL2</td>
<td>E=0.688</td>
<td>4.68×10''</td>
</tr>
<tr>
<td>Acceptor Cr</td>
<td>E=0.755</td>
<td>1.17×10''</td>
</tr>
</tbody>
</table>

The density of deep acceptors and deep donors in the substrate are varied from \( (5 \times 10^{13}) \) to \( (10^{16} \text{cm}^{-3}) \) [5]

The conditions for high-resistivity material are given by relations following [6]:

For n-type substrate: \( N_0>N \) then \( (N_0-N_D)>(N_0-N_A) \)

For p-type substrate: \( N_0>N \) then \( (N_0-N_A)>(N_0-N_D) \)
Numerical simulation of radiation damage on the device performance of GaAs MESFETs, JNTM(2014) Y. Beddiafi et al.

Where $N_D$ and $N_A$ are the concentrations of shallow donors and acceptors, respectively, and $N_o$ and $N_s$ are the concentrations of deep donors, and acceptors, respectively.

Figs. 1 and 2 show the influence of traps donor and acceptor in the substrates on the electrical characteristics (current-voltage).

Fig. 2. Simulation results of $I_d$-$V_{ds}$ characteristics for GaAs MESFETs with different deep-acceptor densities in the substrate. (a) low-resistivity material ($N_tA<N_D$), (b) high-resistivity material ($N_tA>N_D$).

Fig. 3. Simulation results of $I_d$-$V_{ds}$ characteristics for GaAs MESFETs with different deep-acceptor densities in the substrate. (a) low-resistivity material ($N_tD<N_A$), (b) high-resistivity material ($N_tD>N_A$).
Figs. 2 and 3 shows simulated results $L-V$ characteristics of GaAs MESFETs on the n-type and p-type substrate, respectively. Two cases with different deep-acceptor densities in the substrate are shown Figs. 2.a and 2.b. The results for a case with deep donors and shallow acceptors in the substrate are shown by Figs. 3.a and 3.b.

for a fixed voltage $V ds$ ($V gs = 0$), the current $I ds$ decreases with increasing density of acceptor traps, this is because of the influence of trap densities acceptors on the area of space charge created in the interface of the substrate channel. The acceptor traps may compensate the shallow donors to reduce the free electron density. They are also negative when they have absorbed a free electron so that they also compensate the space charge.

Figs. 3.a and 3.b shows $I ds$ versus $V ds$ plot at $V gs=0$ with increasing density of donor traps, the current increases because the number of free carriers increases.

4. CONCLUSION

In the present work, the effect of the traps on the $I d-Vd$ characteristics of The GaAs metal Schottky field effect transistors (MESFET) is studied numerically using the simulator TCAD-SILVACO (two dimensions ATLAS). The results showed that in the presence of donor traps the current-voltage characteristics increases because the number of free carriers Increases. However, the acceptor traps have a significant effect on the current-voltage characteristics. In the presence of acceptor traps, the load space area in the channel Increases, hence, reduces the current drain.
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Abstract

Copper indium gallium diselenide (CuIn₉Ga₂Se₂ or CIGSe) solar cells has been considered to be one of the most promising thin-film solar cells and is important for terrestrial applications because of their high efficiency, long-term stable performance and potential for low-cost production. In this work, the CIGS heterojunction solar cell has been numerically simulated using SCAPS-1D tool. We study the influence of a buffer layer on the performance of the CIGSe solar cells. Quantum efficiency, Jsc, Voc and efficiency has been calculated in different buffer layer materials (CdS, ZnS, ZnSe, InS). The solar cell optimized shows an efficiency of > 18% under the AM1.5G spectrum and one sun.

Keywords: CIGSe solar cells, buffer layer, simulation, SCAPS-1D.
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1. Introduction

Solar or photovoltaic cells represent one of the best possible technologies for providing an absolutely clean and virtually inexhaustible source of electricity. Thin film solar-cells with polycrystalline Cu(In,Ga)Se₂ (CIGSe) absorber layers provide a good alternative to wafer based crystalline silicon solar cells, which currently constitute the major share of photovoltaics installed and used worldwide. These compounds are direct bandgap semiconductors which minimize the requirement for long minority carrier diffusion lengths. Such p-type semiconductors with high absorption coefficient are the promising absorbing materials for thin film photovoltaic technology [1].

Buffer layer is an intermediate layer film between the absorber and window layers with two main objectives, to provide structural stability to the device and to fix the electrostatic conditions inside the absorber layer [2].

Cadmium sulphide (CdS) is a prominent candidate to be used a buffer layer in Cu(In,Ga)Se₂ based solar cell. Note that Cadmium (Cd) is a metal that can cause severe toxicity in humans and the environment.

In this work, we present a numerical study of the thin film CIGSe solar cells with SCAPS, is used to calculate PV parameter under standard illumination (AM1.5G, 100 mW/cm², 300K).

We study the influence of a buffer layer on the performance of the CIGSe solar cells. Quantum efficiency, Jsc, Voc and efficiency has been calculated in different buffer layer materials (CdS, ZnS, ZnSe, InS). The purpose is to replace the CdS by Other materials like Zinc Sulphide (ZnS), Zinc Selenide (ZnSe) and Indium Sulphide (InS).

2. Simulation details

2.1. Program Description
SCAPS is a one-dimensional solar cell device simulator, developed at ELIS, University of Gent, which is freely available to the PV research community [3]. The user can define a solar cell as a series of layers with different properties, such as thickness, doping densities and defect distribution. It is then possible to simulate a number of common measurements: I–V, QE, C–f, and C–V. Several modeling tools such as AMPS-1D, PC1D specific to PV devices have been developed.

SCAPS is used to simulate the J–V characteristics of the CIGSe solar cell under the global spectra AM1.5. We demonstrate the effect of buffer layer on the photovoltaic parameters (JSC, η, VOC and FF).

### 2.2. Cell Structure

Solar cell structure used in the device simulation consists of an p-CIGSe absorber layer, the buffer layer and a window layer made of n-ZnO:Al. Aluminum (Al) is used as the front contact and Molybdenum (Mo) back contact layers. The cell is illustrated schematically in Fig. 1.

![Fig1: Schematic structure of a CIGS solar cell.](image)

From its earliest development, CIGSe was considered promising for solar cells because of its favorable electronic and optical properties including its direct band gap with high absorption coefficient and inherent p-type conductivity [4].

### 2.3. Input parameters

Before simulating any device, we have to describe the materials that are used to build the structure. The parameters used for simulations of a standard CIGSe solar cell are summarized in the following Table 1.

**Table 1.** The parameters for the CIGSe solar cell at 300K[5].

<table>
<thead>
<tr>
<th>parameters</th>
<th>CIGSe</th>
<th>CdS</th>
<th>ZnO:Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eg(eV)</td>
<td>1.5</td>
<td>2.4</td>
<td>3.5</td>
</tr>
<tr>
<td>εr</td>
<td>13.6</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>χ(eV)</td>
<td>4.5</td>
<td>4.2</td>
<td>4.65</td>
</tr>
<tr>
<td>μn(cm²V⁻¹s⁻¹)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>μp(cm²V⁻¹s⁻¹)</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Nc(cm⁻³)</td>
<td>2.2×10¹⁸</td>
<td>1.5×10¹⁸</td>
<td>2.2×10¹⁸</td>
</tr>
<tr>
<td>Nc (cm⁻³)</td>
<td>1.8×10¹⁷</td>
<td>1.8×10¹⁷</td>
<td>1.8×10¹⁷</td>
</tr>
<tr>
<td>Vt(cm/s)</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
</tr>
<tr>
<td>Vt (cm/s)</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
</tr>
</tbody>
</table>

Other materials such as ZnS, ZnSe, InS were tested with CdS are used for the simulation (Table 2).

**Table 2.** The parameters for the CIGSe solar cell at 300K.

<table>
<thead>
<tr>
<th>parameters</th>
<th>ZnS</th>
<th>ZnSe</th>
<th>InS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eg(eV)</td>
<td>0.06</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>εr</td>
<td>10</td>
<td>10</td>
<td>13.5</td>
</tr>
<tr>
<td>χ(eV)</td>
<td>3.5</td>
<td>2.9</td>
<td>2.8</td>
</tr>
<tr>
<td>μn(cm²V⁻¹s⁻¹)</td>
<td>50</td>
<td>50</td>
<td>400</td>
</tr>
<tr>
<td>μp(cm²V⁻¹s⁻¹)</td>
<td>20</td>
<td>20</td>
<td>210</td>
</tr>
<tr>
<td>Nc(cm⁻³)</td>
<td>1.5×10¹⁸</td>
<td>1.5×10¹⁸</td>
<td>1.8×10¹⁸</td>
</tr>
<tr>
<td>Nc (cm⁻³)</td>
<td>1.8×10¹⁷</td>
<td>1.8×10¹⁷</td>
<td>4.0×10¹⁷</td>
</tr>
<tr>
<td>Vt(cm/s)</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
</tr>
<tr>
<td>Vt (cm/s)</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
<td>1.10⁵</td>
</tr>
</tbody>
</table>
3. Simulation results and discussion

The simulation has been carried out by using SCAPS dedicated thin films solar cells. The J-V characteristics are represented in the figure below for CdS buffer layer.

3.1. Current-voltage simulation

Figure 2 shows the simulated characteristics J (V), with the AM1.5 illumination conditions (100mW/cm²), for different buffer layer. The table 3 includes all the photovoltaic parameters (I<sub>SC</sub>, η, V<sub>OC</sub> and FF) of the CIGSe solar cell with different buffer layer.

![Current-voltage characteristics under AM1.5 illumination for the CIGSe solar cell.](image)

**Table 2.** The photovoltaic parameters for the CIGSe solar cell.

<table>
<thead>
<tr>
<th></th>
<th>CdS</th>
<th>ZnS</th>
<th>ZnSe</th>
<th>InS</th>
</tr>
</thead>
<tbody>
<tr>
<td>V&lt;sub&gt;OC&lt;/sub&gt;(V)</td>
<td>0.668</td>
<td>0.668</td>
<td>0.669</td>
<td>0.668</td>
</tr>
<tr>
<td>J&lt;sub&gt;SC&lt;/sub&gt;(mA /cm²)</td>
<td>35.76</td>
<td>36.42</td>
<td>36.02</td>
<td>36.16</td>
</tr>
<tr>
<td>FF %</td>
<td>80.48</td>
<td>81.30</td>
<td>50.33</td>
<td>79.58</td>
</tr>
<tr>
<td>η %</td>
<td>19.23</td>
<td>19.80</td>
<td>12.13</td>
<td>19.23</td>
</tr>
</tbody>
</table>

From these figures, one can notice that solar cells with CdS, ZnS and InS as buffer layer gives high conversion efficiency. As for the solar cell buffer With ZnSe layer had the least conversion efficiency.

3.2. Spectral response simulation

The quantum efficiency QE is the number of carriers collected by the solar cell to the number of photons incident on the solar cell. The short circuit current density can be predicted from the wavelength dependency of quantum efficiency QE(λ) and the solar spectrum.

\[ J_{SC} = \int_0^\infty \Phi(\lambda)QE(\lambda)d\lambda \]  

Where \( \Phi(\lambda) \) is the incident photon flux density per unit wavelength band width. The choice of the buffer layer can also be explained by the drawing of the quantum efficiency which is shown in Figure 3.

![Simulated QE spectrum for different buffer layer.](image)

From Fig. 3, we note that the QE with CdS buffer layer is lower with respect to the ZnS (ZnSe and InS) buffer layer in the wavelength regime of 350nm-900nm.

The solar cell with ZnS, ZnSe and InS buffer shows the increasing spectral response reaches a maximum 100% from the wavelength 370 nm to 900 nm. The steeper slope for shorter wavelength between 400 nm and 500 nm is occurred in CdS buffer of 90% and exhibit a higher response of 98% at the wavelengths larger than 800 nm.
4. Conclusion

In this investigation, we study the performance of the CIGSe solar cells. The CdS buffer layer is replaced by other materials like Zinc Sulphide (ZnS), Zinc Selenide (ZnSe) and Indium Sulphide (InS).

The analysis of all the results shows that the best photovoltaic parameters ($J_{SC}$, $\eta$, $V_{OC}$ and FF) are obtained with ZnSe and ZnS as buffer materials can be compared to CdS buffer.

We concluded that InS and ZnS can be used as alternative material to CdS. As the later presents serious environmental problems.
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Abstract: Regarding to the excellent conductivity and high transparency in the visible range, the zinc oxide (ZnO) films have been widely used as transparent electrodes in optoelectronic devices, ZnO is a direct wide band gap (3.37 eV) semiconductor. The conductivity of ZnO will be largely enhanced by doping little In, but it still keeps high transparency. So, IZO film has been widely investigated and is considered to be a promising possible alternative to ITO films. This work consist to the fabrication and characterization of ZnO:In thin films. The sample preparation was carried out by the colloidal method. The pure and In doped ZnO thin films were deposited using a dip-coating technique on glass matrix. The optimal condition for samples fabrication has been investigated. The XRD and Raman characterizations show that the ZnO thin film crystallize with a wurtzite structure. The optical properties of ZnO thin films doped In reveal that doping changes the optical gap of ZnO.

Keywords: ZnO thin films; Indium doping; XRD and Raman characterizations.

1. Introduction
ZnO is a n-type compound semiconductor with a large exciton binding energy of 60 meV at room temperature and a wide direct band gap of 3.37eV, and high transmission in the visible range, which provides it the potential application in various optoelectronic applications such as optical sensors and light emitters, etc... [1,2]. During the last years, in order to enrich the potential application in devices ZnO has been doped with many different kinds of elements, such as Al, Ga, In, and Sb to enhance the optical/electrical properties [3-5]. In our work, we fabricated two In-doped ZnO samples, which are 0.5 and 1% IZO. Their structures were characterized in this paper. Raman scattering measurements were designed to obtain more detailed information of the structures in In-doped ZnO nanomaterials.

2. Experimental
To prepare a ZnO solution, 1.5g of zinc acetate dihydrate (Zn (CH₃COO)₂2H₂O) was dissolved in 30 ml of absolute ethanol at room temperature. When the solution turned milky, an equimolar amount of MEA was added drop by drop to obtain a clear and transparent solution after stirring at 60°C for 1h. The solutions were deposited by dip coating method on glass substrate. The obtained films were preheated at 100°C for 10min and the heat treatment was carried out at 500°C for 2h.

The crystal structure and phase of the samples were characterized by X-ray diffraction technique using Bruker AXS D8 Discover diffractometer, CuKα (λ=1.54056 Å), where the angle ranges within 20°-80°. Raman scattering experiments was performed at room temperature using a Raman spectroscope meter (?????????????????) with the ???? nm line. The films transmittance was recorded by Shimadzu 3600 PC double beam UV-VIS-NIR spectrometer.

3. Results and discussion
3.1. Structural analysis
The figure 1 shows the X-rays diffraction pattern of two samples (0.5 and 1% Indium doped zinc oxide), and are vertically normalized for clarity. The comparison of the observed XRD patterns with the standard JCPDS data N° 36-1451 confirms the formation of crystallites of nanometer size and hexagonal (wurtzite) [6]. No extra peak is noted in Fig. 1, suggesting no secondary phase in wurtzite ZnO.
The all investigated films have adopted a preferred orientation along the direction [002], which indicates that the films have the preferred orientation with the c-axis normal to the substrate. The Bragg position of (002) is at 34.51°, 34.3° for 0.5% and 1% indium doped ZnO respectively, and then a slight angle shift was carefully detected. Others reflection positions (2θ) and their angle shifts are listed in table 1. These results are in well agreement with those of literature [7].

It is also found that the peak (0 0 2) is less intense and sharper for 1% In, suggesting that In doping ≥1% can reduce the crystal quality, which means that the crystal quality had been improved to a certain extent.

The grain size $G$ is given by the well-known Scherrer’s formula [8],

$$ G = \frac{(0.94 \lambda)}{\beta \cos \theta} \quad (1) $$

Where $\beta$ is the full width at half medium of the peak, $2\theta$ is the Bragg angle and $\lambda$ is X-rays wavelength. The calculated values of $G$ are listed in table 1.

Consequently, according to all orientations, indium doping reduces the grain size. Since the radius of In$^+$ ion (0.092 nm) is larger than Zn$^+$ ion (0.083 nm) [9], the indium atoms occupying positions in ZnO lattice lead the expansion of the lattice.

Fig. 2 shows the Raman spectra of In-doped ZnO (0.5 and 1%). No Raman Peak of In$_2$O$_3$ appeared in the spectra of the In-doped ZnO, indicating no secondary phase in In-doped samples, which is consistent with the XRD results.

The wurtzite ZnO (space group $C_{6v}$) has six first-order optical modes, which are $E^{2+}$, $E^{2-}$, $A$(TO), $A$(LO), $E$(TO), and $E$(LO) [10]. The two intensive peaks at 99 cm$^{-1}$ and 437.5 cm$^{-1}$ are indicated to be $E^{2+}$ and $E^{2-}$, which are the characteristic bands of the wurtzite ZnO, and the peaks at 380 and 579 cm$^{-1}$ are known to be $A$(TO) and $A$(LO), which are also the first-order optical modes of wurtzite ZnO.

The peak observed at 332 cm$^{-1}$ is attributed to $E^{low}$, $E^{low}$, which are second order features caused by multi-phonon processes [11].

The board band at 980-1465 cm$^{-1}$ is conjectured to be associated with intrinsic lattice defects and often arise by the doping [12].

The shift of the $E_2$ mode can give the information on stress. Previous investigations have shown the relation between stress and $E_2$(high) mode: under a compressive stress the $E_2$(high) up shifts, where as a tensile stress will lead to its downshift [13]. Compared to the $E_2$(high) mode of the standard ZnO (437 cm$^{-1}$), a up shift of 0.5 cm$^{-1}$ was observed for the $E_2$(high) mode of the two ZnO:In films. This shift indicates that a slight compressive stress existed in the In doped ZnO films. This shows that doping In atoms into a ZnO films will cause its compressive lattice distortion.

### 3.2. Optical characterization

Transmission spectra for indium doped ZnO thin films are shown in Fig.3a. The average optical transparency is higher than 90% in the visible region (400–700 nm) of spectrum for all the films, which gives the thin ZnO films the character of transparency in the visible region and makes this material a potential candidate for optoelectronic applications.

---

Table 1. X-rays results of pure and indium doped ZnO

<table>
<thead>
<tr>
<th>(hkl)</th>
<th>Bragg angle ($\theta$)</th>
<th>Angle Shift ($\Delta \theta$)</th>
<th>Grain size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100)</td>
<td>ZnO pur 31.79</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.5% In 31.81</td>
<td>+0.014</td>
<td>11.37</td>
</tr>
<tr>
<td></td>
<td>1% In 31.69</td>
<td>-0.106</td>
<td>9.7285</td>
</tr>
<tr>
<td>(002)</td>
<td>ZnO pur 34.45</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.5% In 34.34</td>
<td>+0.09</td>
<td>13.69</td>
</tr>
<tr>
<td></td>
<td>1% In 34.35</td>
<td>-0.15</td>
<td>12.46</td>
</tr>
<tr>
<td>(101)</td>
<td>ZnO pur 36.288</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.5% In 36.37</td>
<td>+0.082</td>
<td>14.35</td>
</tr>
<tr>
<td></td>
<td>1% In 36.19</td>
<td>-0.098</td>
<td>12.14</td>
</tr>
</tbody>
</table>

---

Figure 1. X-rays pattern of indium doped ZnO (0.5 and 1%), grown by dip coating process within 20°-80°.
Compared to pure ZnO film, the UV absorption edge is blue-shifted for IZO film, indicating broadening of the optical band gap due to In doping. In general, a blue shift of the absorption edge is associated with an increase in the concentration of carriers blocking the lowest states in the conduction band, known as the Burstein-Moss effect [14]. In doping increases the Fermi level of the films into the conduction band, making the films completely degenerate, which shifts the absorption edge to energies higher than the actual band gap of the material.

For direct-transition semiconductors, the optical band gap $E_g$ can be calculated according to:

$$ (\alpha h \nu)^2 = D(h \nu - E_g)^{1/2} $$

where $\alpha$ is the absorption coefficient, $h \nu$ is the photon energy and $D$ is a constant [15,16]. We assume that $\alpha \sim 1/d \ln(T)$, where $d$ is the film thickness and $T$ is the transmittance.

A plot of $(\alpha h \nu)^2$ versus $h \nu$ is shown in Fig. 3b. $E_g$ can be determined by extrapolation to the energy axis at $(\alpha h \nu)^2=0$. We obtained $E_g$ values of 3.97 and 3.96 eV for 0.5% and 1% indium doped ZnO thin film; these values are greater than $E_g$ for pure ZnO thin film (3.37 eV).

In figure 3b, it can be seen that the influence of the concentration of Indium on the gap is weak. This observation is similar to this of Ayouchi et al. [17], who had obtained values of $E_g$ higher than those of stoichiometric massive ZnO and thus observed a decrease of $E_g$. This phenomenon was attributed to the reduced grains size in the thin layers of ZnO prepared and to the oxygen deficiency.

4. Conclusion

Indium doped ZnO thin films were prepared on glass matrix by colloidal method, with different concentrations. The XRD spectrum of the all thin films have a crystalline structure with the preferential orientation of (0 0 2). The raman spectroscopy result is consistent with the XRD one. UV-visible spectroscopy shows that the In changes the optical gap of ZnO (shift of optical gap to higher energies (blue shift)).

The results obtained by different characterization reveal that the introduced of Indium as a dopant for different ratio (0.5, 1%), who is an isoelectonic with ZnO, have not make a free electron. This results indicated that Indium has formed a composite ZnO/In.
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Abstract

In this paper, a five channel drop filter has been designed in a two dimensional photonic crystal with high dielectric rods in air. Each channel consists of a photonic crystal coupled cavity waveguide with double cavities combined with a line defect waveguide. Desired wavelengths are selected by setting different radii of the two point defects in the photonic crystal coupled cavity waveguides. Defect rods placed at the same channel have an identical radius. The performance of the designed filter has been numerically calculated using the finite difference time domain method. In the designed structure, higher efficiencies in all channels have been achieved.
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1. Introduction

Photonic crystals (PCs) are envisaged as the main candidates for developing microscale integrated light wave circuits because of their properties for controlling the flow of light on a very small scale [1, 2]. The periodic change in the refractive index of these artificial materials in one, two or three dimension gives rise to photonic band gaps (PBGS) where no electromagnetic waves can propagate inside the crystal. By introducing defects into PCs, it is possible to build waveguides that can channel light along certain paths.

It is also possible to construct microcavities that can localize photons in extremely small volumes. Combinations of these defects in photonic crystals structures give rise to a novel phenomena such us the trapping and emission of photons and the tunneling and channeling of photons [3, 4]. These defects are expected to be key building blocks for miniature photonic functional devices and photonic integrated circuits (PICs).

Various optical devices can be realized based on PCs such as optical switches [5], band pass filters [6], band stop filters [7], splitters [8], demultiplexers [9], polarizers [10] and directional couplers [11]. In particular, ultra-compact channel drop filters (CDFs) based on resonant coupling between cavity modes of point defects and waveguide modes of line defects have drawn primary interest due to their substantial demand in wavelength division multiplexing (WDM) optical communication systems.

So far, several structures of channel drop filters based on two dimensional (2D) PCs have been proposed, such us by utilizing the direct coupling between the PC waveguides and microcavities [12, 13]; in which the photons trapped by a resonant cavities are coupled to an in-plane waveguide through direct coupling, can be easily extended to multi-channel drop filters by using a set of microcavities of different sizes, i.e., different resonance frequencies or by changing the shape of the scatterers from a traditional circle to an ellipse [14]. The resonant frequency can be adjusted by altering the orientation angle of the ellipse and the frequency scope can be enlarged by increasing the ratio of the major axis to the minor axis of the ellipse.

The concept of in-plane hetero photonic crystals, which consist of a series of connected PC regions with different lattice constants, has also been proposed [15]. Another configuration to consider is a photonic crystal ring resonator (PCRR) in which the CDF is based on the resonant coupling between the ring and the waveguide [16, 17].

Photonic crystal coupled cavity waveguide (PCCCW) [18, 19] has an attractive feature that the slope of guided mode in photonic band gap is smaller than that of PC line defect waveguide (PCLDW),
namely the frequency range of light propagation in PCCCW is narrower than that of PCLDW, and therefore PCCCW is more suitable for designing channel drop filter [20, 21] with narrow bandwidth.

In this paper, a five channel drop filter has been designed in a two dimensional photonic crystal with high dielectric rods in air. Each channel consists of a photonic crystal coupled cavity waveguide combined with a line defect waveguide. The channels are located on both sides of the bus (input) waveguide which is terminated with another channel drop filter in order to use the space more efficiently. The PC based coupled cavity waveguide can be formed by placing two photonic crystal cavities close together. All photonic resonant cavities are obtained by varying the radius of one rod in the photonic crystal structure. The performance of the designed filter has been numerically calculated using the finite difference time domain (FDTD) method with the perfectly matched layer (PML) absorbing boundaries conditions at all boundaries [22]. In the designed structure, higher efficiencies in all channels have been achieved.

2. Design of the channel drop filter

We consider a two dimensional photonic crystal composed of square lattice of rods in an air background with lattice constant $a=0.484\ \mu m$. The refractive index of the rods and the air background is 3.4 and 1, respectively. The radius of rods of perfect PC (with no defects) is $r=0.2a\ \mu m$. The dispersion curves of perfect PC are calculated by using plane wave expansion (PWE) method and shown in Fig. 1. The band gap of the perfect PC exists in the frequency ranges of $0.287-0.420\ (a/\lambda)$, where $\lambda$ is the wavelength in free space, which corresponds to wavelength range $1.152-1.686\ \mu m$ for the waves with transverse magnetic (TM) polarization (for which the incident electric field was parallel to the rods).

In general, if an entire row of rods is removed, a single line defect waveguide (SLDW) is obtained. However, if only one of every two or three or $n$ rods of the entire row is removed, a photonic crystal coupled cavity waveguide is formed. Light propagation in PCCCWs is achieved by photon hopping between nearest neighbour cavities because of the overlapping of the modes localized in the defects [23]. The coupling between the strongly localized cavity modes originates a frequency splitting of the single cavity mode into a number of resonance peaks that depend on the number of coupled cavities.

Figure 1. Dispersions curves and band gaps for TM polarization for the photonic crystal structure without defects.

In this paper, we firstly study the PCCCW with double cavities and analyze the effect of changing the distance between cavities on the transmission of it. Fig.2 shows the transmission spectrum of the PCCCW for two different distances between the defects. We find from the analysis that when the defects are at close distance from one another, the maximum transmission splits into two peaks, thereby revealing the existence of two different electromagnetic modes (Fig. 2a). However, when the cavity spacing increases, the coupling intensity between neighbouring cavities will become weakened, and a single transmission peak is observed as shown in Fig. 2b.

Based on the above results, we construct a five channel PC drop filter, which is displayed in Fig. 3. The four channels of the CDF are located on the two sides of the bus waveguide. The fifth channel is placed at the end of the bus waveguide. It acts as a channel transmission at its resonance wavelength but works as a reflector for other incident waves at non resonance wavelengths. Each channel consists of a photonic crystal coupled cavity waveguide with double cavities combined with a single line defect waveguide serving as an output waveguide. Desired wavelengths are selected by choosing different radii of point defects in
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all channels. Every two cavities placed at the same channel have an identical radius of defect. In order to guarantee the negligible coupling between the cavities or the output waveguides, the separation between the cavities were made larger than 4a.

Figure 2. Normalized transmission of the PCCCW with (a) two rods separation, (b) four rods separation. The corresponding waveguide structures are shown in insets, respectively.

Figure 3. Schematic of the five channel drop filter.

Figure 4. The normalized transmission spectra for ports A (1.3 µm), B (1.3239 µm), C (1.3561 µm), D (1.4 µm) and E (1.48 µm).
3. Simulation and results

The FDTD is one of the most advanced methods today for computation of the field distribution inside the PC based devices which are really optical structures with non uniform dielectric constant distribution.

Different defect cavities are put on the two sides of the bus waveguide to avoid the direct coupling and to reduce the size of the structure. The radius of the defect rods are $r=0.03a$, $0.05a$, $0.065a$, $0.08a$ and $0.1a\mu m$ for channels A, B, C, D and E, respectively. Location of each cavity is chosen properly in order to get maximum transmission. Fig.4 shows the normalized transmission of the proposed multi-channel drop filter for TM polarization of incident light. The center wavelengths of the five channels are $\lambda=1.3$, $1.3239$, $1.3561$, $1.4$ and $1.48\mu m$ from outputs A, B, C, D and E, respectively. The normalized transmissions of these wavelengths are 83.5, 96.67, 89.67, 78 and 63.5%, respectively. It is seen from the results shown in Fig. 4 that the proposed multi-channel drop filter can easily separate the light with five different wavelengths simultaneously with high drop efficiency. In order to demonstrate the filter performance, we simulate the field distributions of this filter at the resonance wavelengths as shown in Fig. 5.

4. Conclusion

We have designed a five channel drop filter based on a two dimensional photonic crystal with a square lattice of dielectric rods in air. It was found that the resonant frequency can be flexibly adjusted by just changing the radius of rod defects in the photonic crystal coupled cavity waveguide. The transmission properties of such structure show that the incident light can be successfully filtered to five different ports and high drop efficiency can be achieved. Such structure may offer promising applications for photonic integrated circuits based on PCs and other nanophotonic structures.
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Abstract

CuO thin films have been grown on to heated glass substrates by varying substrate temperatures from 280 to 400°C. The effect of the pyrolysis on structural, optical and electrical proprieties of CuO films has been investigated in the present work. Phase analysis was carried out using Micro-Raman scattering. The optical properties were studied by mean of UV-visible and near infrared spectroscopy. The conductivity was measured by the electrical D.C transport. The structural analysis indicates the presence of a single CuO phase with a monoclinic structure. The optical transmittance spectra show a high absorption of all films in the visible region. The electrical characterization indicates a maximal electrical conductivity of 1.03 × 10^6 Ω·cm^-1.
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1. Introduction

In recent years, copper oxide (CuO) thin films have attracted great interest due to their important applications in many technological fields. This is due, firstly, to the low cost, the non-toxicity and the availability of copper in the nature, secondly to the simplicity of the deposition process of its components. Copper oxide is known to have two stable forms, namely CuO and Cu₂O with different properties. CuO is a p-type semiconductor with a monoclinic structure; it has a relatively low band gap of 1.2-1.9 eV [1,2]. Furthermore, CuO materials, in general, is a p-type semiconductor which crystallizes in cubic structure with a large direct band gap of 2 et 2.6 eV [3]. These two phases were mainly used in the fields of electronics and optoelectronics such as: high Tc superconductors [4], lithium batteries [5], for magnetic storage [6], gas sensors [7] and absorbers layers in solar cells [8]. Various techniques have been used for CuO thin films deposition namely: sol-gel [9] chemical vapor deposition [10], plasma evaporation [11] and electrodeposition [12].

Among these techniques, spray pyrolysis is a very attractive and versatile technique; it has been largely used to produce adherent, homogenous and stoichiometric films. The main goal of the present work is to produce CuO thin films with good optoelectronic properties by optimizing the substrates temperature while keeping constant the others operating parameters.

2 Experimental

Copper oxide thin films have been prepared on glass substrates by ultrasonic spray pyrolysis. The precursor solution was prepared by dissolving 0.05 M copper chloride (CuCl₂·2H₂O) in distilled water. Then, the precursor solution sprayed in fine droplets of 40 μm in diameter, by an ultrasonic generator on heated glass substrate. Films were formed by pyrolytic reaction. During deposition, the substrate temperature is kept at 280, 300, 350, 400 °C for four different runs. The deposition time for each run is 20 min.

The films crystalline phases are analyzed by micro-Raman measurements performed at room temperature using the 514.5 nm line of an argon ion laser as the excitation source (Renishow). The UV-Visible transparence of the films is performed by Shimadzu UV-3101 PC spectrophotometer within the wavelength range of 200-1800 nm. The values of films thickness and refractive index were derived from optical transmission measurement. The electrical characterization of the films was carried out using the electrical D.C transport to measure the conductivity in dark and at room temperature.

3 Results and discussion

3.1 The deposition rate and the refractive index

In Figure 1 we have reported the variation of deposition rate and the refractive index of CuO thin films as a function of substrate temperatures. The deposition rate is estimated from the ratio of the films thickness and the deposition time, fixed at 20 minutes. As can be seen the deposition rate decreases with increasing of substrate temperature, it is maximal
(Vd = 275.15 nm/min) at substrate temperature equal to 280 °C and minimal (Vd = 216.32 nm/min) for the sample prepared at 400 °C. The reduction of deposition rate can be explained by the phenomenon of densification. The rise in substrate temperatures yields to an increase in the formation energy of the material by the pyrolytic reaction on the surface, which influence on the growth kinetics and produces denser film. This result is in good agreement with the increase of the refractive index from 1.53 to 1.65 which is a clear indication of films densification.

3.3 Optical properties

The transmittance spectra in UV-Visible region of CuO films prepared with different substrate temperatures are shown in figure 3. The optical band gap values reported by Gopalakrishna et al. [18]. They found optical band gap values lying between 1.8 eV and 1.2 eV for substrate temperature ranged from 250 to 400 °C. However, film prepared at 280 °C have an optical band gap close to 1.44 eV, this value is required for solar cells since it matches well with solar spectrum.

\[ (ah\nu)^2 = B(\nu^2 - \nu_i^2) \]

Where \( \alpha \) is a absorption coefficient, \( B \) is a constant, \( h \) is Planck constant, \( Eg \) is the energy band gap and \( \nu \) is incident photon frequency.

The obtained optical gaps increase with substrate temperature increasing from 1.44 eV to 1.76 eV.
3.4. The electrical properties

The electrical conductivity variation, measured in the dark and at room temperature, with different deposition temperatures is shown in Figure 5. From this figure we observe that the conductivity increases from $7.11 \times 10^8$ to $1.03 \times 10^6$ ($\Omega \cdot \text{cm})^{-1}$ for substrate deposition temperature increase from 280°C to 350°C, while at 400°C the conductivity decreases by one order of magnitude.

![Figure 5: Variation of the conductivity versus the substrate temperatures.](image)

4. Conclusion

CuO thin layers were deposited by ultrasonic spray on glass substrates. The influences of the substrate temperature on structural, optical and electrical properties were studied. The films prepared at different temperatures showed the presence of a single phase CuO with a monoclinic structure. The optical characterization showed a strong absorbance in the visible range with values of optical gap varied from 1.44 to 1.76 eV. All the deposited films exhibit p-type conductivity with a relatively high conductivity. Film deposited at 350°C seems to have suitable optical and electrical properties for efficient thin film solar cell fabrication.
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Abstract: 2 D Silvaco Atlas software is used for the study of a CIGS thin film solar cell in the configuration: ZnO(200 nm)/n-type CdS(50 nm)/ p-type CIGS(550 nm)/Mo. The cell performance is evaluated by implementing the defects created at the grain boundaries of the polycrystalline CdS and CIGS material and at the interface CdS/CIGS. The J-V characteristics and the external quantum efficiency EQE are simulated under AM 1.5 illumination. The conversion efficiency of 20.35% is reached and the other characteristic parameters are simulated: the short circuit current density $J_{sc}$ equals 35.62 mA/cm$^2$, the open circuit voltage $V_{oc}$ is of 0.69 V and the fill factor $FF$ is of 82.7 %. The calculated external parameters of the thin film solar cell are in good agreement with the measured characteristics. The simulation results also showed that the rise of the CdS thickness decreases all output parameters and the external quantum efficiency while the rise of the CIGS thickness improves all photovoltaic parameters and the external quantum efficiency. The highest efficiency of 21.08 % is reached for the CIGS thickness of 5 µm.
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1. Introduction

Thin film solar cells have the potential for low-cost and large-scale terrestrial photovoltaic applications. A number of semiconductor materials including polycrystalline CdTe, CIGS and amorphous silicon (a-Si) materials have been developed for thin-film photovoltaic solar cells. The CIGS based solar cells exhibit an excellent outdoor stability and irradiation hardness [1, 2]. They are attracting considerable interest for space applications, because proton and electron irradiation tests of CIGS and CdTe solar cells have proven that their stability against particle irradiation is superior to Si or III-V solar cells [3]. CIGS is an excellent material for high efficiency thin-film solar cells because it is a suitable energy band gap semiconductor with a high opticalabsorption coefficient in the visible spectrum of incident sunlight. The absorption coefficient of CIGS films in the visible spectrum is 100 times larger than silicon material. The best performance of CIGS is due to its tunable bandgap to match well the solar spectrum. When alloying the CuInSe$_2$ (CIS) with Ga to form CIGS thin films, the wider band-gap energy of the CIGS absorber layer can potentially better match the solar spectrum, as well as increase the open circuit voltage of the fabricated cells. The maximum efficiency for the best CIGS cell grown on stainless steel substrates is 17.5 % under AM1.5G illumination [4]. The device structure consists of MgF$_2$/ITO/ZnO/CdS/CIGS/Mo/stainlesssteel substrates. The CIGS cell with a Ga composition x=0.3 which corresponds to a bandgap energy range of 1.1-1.2 eV fabricated on soda-lime glass substrates has an efficiency of 20% [5].

In recent years, progress has shown that the best thin-film CIGS solar cells by using thin film CIGS of thickness between 2.5 and 3 µm, and a band gap in the range 1.2 to 1.3 eV have surpassed the 20% efficiency barrier for CIGS solar cells and have reached a new world record efficiency of 20.3% [6]. It was established numerically [7], by using AMPS-ID simulation tool that the maximum efficiency obtained numerically for a simple CdS/CIGS solar cell was 19 %. An increase in efficiency is expected mainly using denominated tandem, triple, and multi-junction solar cells, consisting of layers with different band gaps in order to exploit different energy regions of the solar spectrum. The numerical simulation is a powerful tool and many parameters can be varied to model the observed phenomenon. It can also offer a physical explanation of the observed phenomenon since internal parameters such as the recombination rate and the free carrier densities can be calculated. In this work we have used Silvaco Atlas software on the design and the study of a CIGS solar cell. It makes it possible to design and predict the performance of semiconductor-based devices and solar cells. This work contributes to obtain a better understanding and insight in CIGS solar cells. In this study, we have investigated the thickness effect of the absorber layer CIGS and the buffer layer CdS on the photovoltaic parameters of the solar cell.

2. CIGS solar cell structure

A solar cell structure used in an experimental work [6] was simulated. The cell setup was described as follows soda-lime glass (3 mm), sputtered molybdenum (500-900 nm), CIGS (2.5–3.0 µm), chemical bath deposited CdS buffer layer (40–50 nm), sputtered undoped ZnO (30–100 nm), sputtered aluminium doped ZnO (1.50–200 nm) and nickel/aluminium-grid. CIGS solar cells with an efficiency of 20.3 % were produced with varying composition (Ga/(Ga+In) from 0.30 to 0.35. Our simulated solar cell structure is formed by a p-type doped CIGS absorber and an n-type doped CdS buffer. A transparent contact of ZnO layer is deposited on the top of the structure to achieve a low series resistance. The solar cell structure is completed
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by molybdenum rear metallization contact. The Ga composition is about 0.30, corresponding to a band gap energy of 1.15 eV [7, 8]. Baseline case parameters are shown in Table 1.

3. Physical models and input parameters

Most numerical simulators use the Shockley-Read-Hall (SRH) model to describe carrier recombination currents. We considered two Gaussian deep acceptor (donor) defect distributions for the CdS(CIGS) layer. The position of the recombinative defect states is in a narrow distribution close to the middle of the band gap. A surface recombination at the CdS-CIGS interface which effectively recombines minority carriers that reaches the interface. Absorption coefficients of ZnO, polycrystalline CdS and CIGS are defined in Silvaco database. We modeled CIGS solar cell with the parameters defined in Table 1. The purpose was to see if it is possible to obtain a reasonable simulation which could be compared with experimental results and other simulation calculations.

Table 1. The solar cell parameters used in the simulation

<table>
<thead>
<tr>
<th>Parameter and units c, h for electrons and holes, respectively</th>
<th>Cds</th>
<th>CIGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (nm)</td>
<td>50</td>
<td>350</td>
</tr>
<tr>
<td>Permittivity</td>
<td>10</td>
<td>13.6</td>
</tr>
<tr>
<td>Electron affinity (eV)</td>
<td>4.5</td>
<td>4.8</td>
</tr>
<tr>
<td>Band gap (eV)</td>
<td>2.4</td>
<td>1.15</td>
</tr>
<tr>
<td>Effective conduction band density (cm⁻³)</td>
<td>10⁹</td>
<td>10⁹</td>
</tr>
<tr>
<td>Effective valence band density (cm⁻³)</td>
<td>10⁹</td>
<td>10⁹</td>
</tr>
<tr>
<td>Electron mobility (cm²V⁻¹s⁻¹)</td>
<td>140</td>
<td>140</td>
</tr>
<tr>
<td>Hole mobility (cm²V⁻¹s⁻¹)</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Acceptor concentration (cm⁻³)</td>
<td>0</td>
<td>10¹⁰</td>
</tr>
<tr>
<td>Donor concentration (cm⁻³)</td>
<td>10⁹</td>
<td>0</td>
</tr>
<tr>
<td>Gaussian density of states (cm⁻³)</td>
<td>10¹⁰</td>
<td>10¹⁰</td>
</tr>
<tr>
<td>Distribution width (eV)</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Capture cross-section for c (cm²)</td>
<td>10⁸</td>
<td>5x10⁷</td>
</tr>
<tr>
<td>Capture cross-section for h (cm²)</td>
<td>10⁶</td>
<td>10⁶</td>
</tr>
<tr>
<td>Recombination velocity at CdS/CIGS interface for c (cm/s)</td>
<td>10⁵</td>
<td>10⁵</td>
</tr>
<tr>
<td>Recombination velocity at CdS/CIGS interface for h (cm/s)</td>
<td>10⁵</td>
<td>10⁵</td>
</tr>
</tbody>
</table>

4. Simulation results and discussion

Fig. 1 shows the variation curve of the current density J with the applied voltage V, the solar cell’s top surface is subjected to AM 1.5 with a power density of 100 mW/cm².

Table 2. Simulation and experiment parameters of CIGS solar cell

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Jsc (mA/cm²)</th>
<th>Voc (V)</th>
<th>FF (%)</th>
<th>η (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>35.62</td>
<td>0.69</td>
<td>82.7</td>
<td>20.35</td>
</tr>
<tr>
<td>Experiment</td>
<td>35.4</td>
<td>0.74</td>
<td>77.5</td>
<td>20.3</td>
</tr>
</tbody>
</table>

The external quantum efficiency spectrum is illustrated in Fig. 2. This shows a peak response of nearly 86% and falls off in the range below 0.6 µm due to the absorption and recombination in the CdS layer.
4.1. Impact of thickness of the CdS layer

In the simulation, the CdS layer thickness was varied from 10 nm to 100 nm while the CIGS layer thickness remained constant (350 nm). Fig. 3(a) shows the effect on the short circuit current, this latter decreases with the increase of the thickness. In fig. 3(b) we displayed the influence on the open circuit voltage, it is clear that the thickness does not have much effect on $V_{oc}$. In fig. 3(c), the fill factor is nearly constant with the increase of the CdS thickness. It can be seen in fig. 3(d) that the efficiency decreases with the increase the CdS thickness. This is obviously due to the fact that with a thinner CdS layer, most of the photogenerated carriers are collected. When the thickness increases, the photons of short wavelengths are absorbed at a further distance of the CdS/CIGS junction. Though the CdS layer is characterized by defect states which act as recombination centres reduce the lifetime of the minority carriers (holes) and consequently the photogenerated carriers recombine before reaching the junction. Therefore, there’s a drop of the short circuit current, the open circuit voltage and the efficiency with the increase of the CdS thickness. These observations are fairly in agreement with simulation in [9]. Generally the thickness of the optimum CdS buffer layer should be within 50 nm and 60 nm [10].

The effect of the CdS layer thickness on the external quantum efficiency spectrum is illustrated in fig. 4. As mentioned earlier, when the thickness increases, more photons with shorter wavelength can be lost in the CdS layer. As expected, the higher the CdS thickness, the lower the external quantum efficiency. The external quantum efficiency for a thicker CdS layer is much lower for wavelengths below 0.6 μm.

Fig. 4. The external quantum efficiency for different thicknesses of CdS layer.

4.2. Impact of thickness of the CIGS layer

The photovoltaic parameters in terms of $J_{sc}$, $V_{oc}$, FF and $\eta$ were simulated for the CIGS thicknesses varying from 0.5 μm to 5 μm and the CdS thickness is constant (50 nm) (fig. 5). We observe an increase of these parameters with the CIGS layer thickness. For the thickness equal to 0.5 μm, the efficiency is 13.64%. The highest efficiency of 21.08% is reached for the thickness of 5 μm. The increase in the conversion efficiency is mainly due to the increase of the CIGS thickness. A possible explanation is that more the thickness increases, more photons with longer wavelengths can be collected in the CIGS layer. Therefore,
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this will contribute to more generation of electron-hole pairs which will increase the short circuit current, the open circuit voltage and the efficiency. A very thin CIGS layer means physically that the backcontact and the depletion region are very close. This effect more promotes the electron recombination at the back contact. This type of recombination is detrimental to the cell performance because it affects $J_{sc}$, $V_{oc}$, and $\eta$. These observations are in good agreement with simulation in [9, 11]. The external quantum efficiency also increases as the thickness of the CIGS layer increases (fig. 6). As mentioned previously when the thickness increases, more photons are absorbed, especially the long wavelengths of the illumination. Thus a greater number of electron-hole pairs would be produced from the absorbed photons. Therefore and as illustrated, the higher the CIGS thickness, the higher the external quantum efficiency for wavelengths above 0.55μm.

Fig. 6. The external quantum efficiency for different thicknesses of CIGS layer.

5. Conclusion

Silvaco Atlas software was used in the simulation of the CIGS solar cell operating under AM1.5. It was shown that the numerical simulation is an important tool for understanding and achieving high efficiency CIGS solar cells. The numerical calculations provide not only a good understanding but they also allow us to predict ways to improve the efficiency. The simulation of the CIGS solar cell gives an efficiency of 20.35% in good agreement with the experimental high record efficiency of 20.3% in the CIGS solar cell [6]. The effect of the CdS and CIGS thicknesses on the photovoltaic parameters and the external quantum efficiency were studied. It was found that the rise of the CdS thickness decreases all output parameters and the external quantum efficiency while the rise of the CIGS thickness improves all photovoltaic parameters and the external quantum efficiency. The highest efficiency of 21.08% is reached for the CIGS thickness of 5 μm.
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Abstract

Undoped Zinc Oxide (ZnO) thin films have been grown on glass substrates by sol gel process associated with dip coating using two different solvents, ethanol and 2-methoxyethanol. The effects of these solvents on structural and optical properties of ZnO thin films have been studied. Crystallinity and surface morphology of the ZnO films were analyzed using X-ray diffractometry (XRD), Raman microscopy and atomic force microscopy (AFM). The optical properties were determined by means of photoluminescence spectroscopy (PL) and Fourier transform infrared spectroscopy (FTIR). The experimental results revealed a better crystalline quality and ultraviolet emission performance and a higher surface roughness for ZnO thin films prepared with 2-methoxyethanol.

Keywords: ZnO thin films; Sol-gel; FTIR; Photoluminescence; Raman; Spectroscopy, XRD.

1. Introduction

Zinc oxide (ZnO) is an oxidic compound naturally occurring as the rare mineral zincite, which crystallizes in the hexagonal wurtzite structure P63mc [1]. ZnO is n-type semiconductor material with a wide band gap of 3.3 eV and a large exciton binding energy of 60 meV [2], in addition it have specific properties such as low costs, non toxicity, high transparency in VIS/near IR spectral region [3]. These numbers of properties give ZnO increasing attention in the research community such as varistors, light-emitting diodes (LEDs), optoelectronic devices and conductive gas sensors [4-7]. Many techniques have been used to synthesize ZnO thin films, such as pulsed laser deposition, atomic layer deposition, RF magnetron sputtering, chemical vapor deposition, plasma-assisted molecular beam epitaxy (MBE) and sol-gel process [7-13]. Among them, the sol-gel technique offers the possibility of preparing a small at low cost for technological applications. The usual starting materials of the sol-gel process are metal alkoxides that are hydrolyzed to form a sol, solvents such as 2-methoxyethanol, ethanol and isopropanol, stabilizers can also be added like monoethanolamine (MEA), diethanolamine (DEA) and triethanolamine (TEA). It is also well known that the properties of ZnO films deposited by sol-gel technique change depending on the nature of the starting materials mentioned previously. However, few studies have been devoted to the study of the influence of solvent upon films properties [14-15].

In this work, ZnO films grown on glass substrates using sol-gel method were fabricated and the effects of solvent on the structural and optical properties of the films were intensively investigated.

2. Experimental procedure

In order to deposit undoped ZnO thin films on glass substrates using sol-gel process, the precursor solutions were prepared from zinc acetate dehydrate
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(Zn(CH$_2$COO)$_2$·2H$_2$O), solvent (2-methoxyethanol (C$_2$H$_5$O, 99.5%) or ethanol) and stabilizer (Diethanolamine (DEA)). The sols were prepared by dissolving of zinc acetate dehydrate in 2-methoxyethanol or absolute ethanol, in which DEA was subsequently added to obtain a transparent solution and to keep the solution stable for dip-coating process. The molar ratio of DEA to zinc acetate was 1.0 and the zinc acetate concentration was 0.7M. Then the resultant solution was magnetic stirred at 60°C for 2h until it become clear and homogeneous to serve as the coating solution after aging for more than 24 hours at room temperature. Undoped ZnO thin films were deposited on pre-cleaned glass substrates using the dip-coating technique at a speed of 3cm/min. These substrates were cleaned ultrasonically initially by ethanol then by acetone and finally with de-ionized water. Between each deposition process, the substrates were dried at 300°C in the case of 2-methoxyethanol and 60°C in the case of ethanol for 10 minutes in air. This process was repeated eight times to obtain the desired thickness. Finally, the samples were annealed at 500°C in air for 2 hours.

The crystalline structures of the samples were analyzed by an X-ray diffractometer (XRD, Bruker D8 Advance) with Cu Kα radiation. During the measurement, the current and voltage of XRD was maintained at 20 mA and 40 kV, respectively. The surface morphology was evaluated by Atomic Force Microscopy (Pacific Nanotechnology Advancing Nanotechnology). Raman spectra of the samples were recorded on a Bruker Raman spectrometer using a 523 nm wavelength YAG laser.

The optical properties of the deposited films were investigated using FTIR and photoluminescence. FTIR measurements were performed in the spectral region 400-4000 cm$^{-1}$ using a Fourier transform infrared spectrometer Jasco (FT/IR-6300). PL spectra were collected in the wavelength region of 300-850 nm. The samples were excited by Hg arc lamp using 315 nm as the excitation source.

3. Results and discussion

3.1. XRD (X-ray diffraction)

The crystallinity of sol-gel derived ZnO thin films were identified by X-ray diffraction. Fig.1 shows the XRD patterns of ZnO thin films prepared by different solvents (2-methoxyethanol and ethanol). These patterns correspond to three diffraction peaks of polycrystalline ZnO at (100), (002) and (101) planes. The result reveals that ZnO gel films annealed at 500°C have a hexagonal wurzite structure. The intensity of the (002) peak is higher than others peaks, so the predominant orientation is (002) in the two cases. Table 1 summarizes the intensities of different peaks for ethanol and 2-methoxyethanol.

The average crystallite size D is obtained using the Debye-Scherrer formula [16]

$$D = \frac{0.94\lambda}{\beta \cos \theta}$$

Where: $\lambda$ = 0.15406 nm is the wavelength of X-ray, $\beta$ is the full width at half maximum (FWHM) of the peak and $\theta$ is the Bragg’s angle. The crystallite sizes corresponding to preferred orientation of crystalline thin films are reported in Table 1.

We remark that the crystallite size value in the case of the ZnO films prepared with ethanol is smaller than those prepared with 2-methoxyethanol.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>hkl</th>
<th>20° (degree)</th>
<th>Intensity (a.u.)</th>
<th>FWHM (degree)</th>
<th>Crystallite size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Methoxyethanol</td>
<td>(002)</td>
<td>34.72</td>
<td>90.12</td>
<td>0.26</td>
<td>33.1</td>
</tr>
<tr>
<td>Ethanol</td>
<td>(002)</td>
<td>34.78</td>
<td>42.72</td>
<td>0.37</td>
<td>22.9</td>
</tr>
</tbody>
</table>

Table 1. hkl, 20°, intensity, FWHM and crystallite size values for the ZnO thin films

![Fig.1. XRD patterns of ZnO thin films annealed at 500°C for 2h](image)

3.2. AFM (Atomic Force Microscopy)

Fig.2 shows the three dimensional surface morphology images of ZnO thin films prepared from different solvents. The scanning area is 0.78×0.78µm$^2$. We can remark for these images that we have obtained fine grains in the two cases, whereas the surface is roughness in the case of 2-methoxyethanol. The root mean square (RMS) roughness is 7.86 nm and 2.17 nm in the case of 2 methoxyethanol and ethanol, respectively.
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3.3. Raman spectroscopy

Fig. 3 shows the Raman spectrum of undoped ZnO thin films, Wurtzite-type ZnO belongs to the space group $P6_3mc$, the zone center optical phonons can be classified according to the following irreducible representation: $\Gamma_{\text{opt}} = A_1 + E_1 + 2E_2 + 2B_1$, where $B_1$ modes are silent, $A_1$ and $E_1$ are polar modes, both Raman and infrared active, while $E_2$ modes ($E_2$ low and $E_2$ high) are non-polar and Raman active only.

In the two cases we have observed the first peak located around 99 cm$^{-1}$, it is related to the $E_2$ (low) phonon frequency of the ZnO wurtzite structure [17-18]. The second one is the LO mode at 560 cm$^{-1}$, which is contributions from both the $A_1$ (LO) and $E_1$ (LO) modes (LO scattering mode) due to random crystallite orientation [19]. Whereas another vibration band is observed in the case of 2-methoxyethanol located at 438 cm$^{-1}$ correspond to $E_2$ (high) mode is predominately associated with vibrations of oxygen sublattice, is typical for ZnO hexagonal structure [20]. The presence of this mode indicate the crystallinity of the thin films prepared with 2-methoxyethanol is better, which confirm the results observed by XRD analysis [21].

3.4. FTIR (Fourier transform infrared spectroscopy)

The FTIR analysis of ZnO thin films synthesized with different solvents are shown in Fig. 4.

The FTIR spectrum for the undoped ZnO thin films shows no characteristic functional groups in the low frequency region except a weak absorption around 2350 cm$^{-1}$ [22-23]. This weak absorption is probably due to an existence of CO$_2$ molecules in air. Another strong peak is observed at 890 cm$^{-1}$ is observed, this peak is resulting from C-O vibrations [23]. The feature appearing between 520 and 770 cm$^{-1}$, which comprises of several peaks, are attributed to the stretching modes of Zn-O [23-25]. In the two cases, we have obtained the same peaks but there is a slight shift due to the change in the morphology of these films.
3.5. PL (Photoluminescence spectroscopy)

Photoluminescence is a powerful tool to identify surface, interface, and impurity levels and to evaluate alloy disorder and interface roughness. The intensity of the photoluminescence signal provides information on the quality of surfaces and interfaces by the determination of optical active defects and relaxation pathways of excited states [26-27]. The luminescence spectrum of ZnO thin films prepared by sol-gel method is shown in Fig.5. The PL spectra in all samples exhibit two emission peaks, an intense near band-edge (NBE) emission located at 380 nm, due to free exciton emission, and a broad band one around to 530 nm related to the green emission. The origin of the green luminescence is usually attributed to emission related to grain boundary defects and other interior defects such as oxygen vacancy (VO) and impurities [28]. The intensities of these peaks are higher in case of 2-methoxyethanol than those in case of ethanol, giving good ZnO quality with 2-methoxyethanol.

4. Conclusion

Transparent and high quality undoped ZnO thin films were deposited on glass substrate using sol-gel dip coating method. We have carried a comparative study of structural and optical properties of ZnO thin films prepared from two different solvents. XRD spectra indicate that all films exhibit wurtzite hexagonal crystal structure with preferred orientation growth along (002) plane. AFM surface analysis revealed that films surface is smoother in sample deposited with ethanol as solvent than in that prepared with 2-methoxyethanol. The presence of E₂ (high) mode indicate the better crystallinity of thin films prepared with 2-methoxyethanol. Photoluminescence spectra of these films exhibit two peaks due to free exciton emission and to oxygen vacancies in ZnO.
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Abstract

This work focuses on modeling and simulation of structure based semiconductors III-V for solar cell application. We first studied the influence of the concentration of indium on the various parameters of the alloy and GaInAsSb on GaAs substrate. Indeed, the increased density of indium decreases the bandgap energy of the alloy, which is very interesting to absorb maximum solar spectrum. We can obtain this structure by gap energy less than 1 eV. The study includes graphs showing the variations of the different factors affecting the conversion efficiency as a function of indium concentration and the thickness of the semiconductor layer. The most appropriate structure for this work is GaInAsSb because it has improved performance.

Keywords: strain quantum wells - GaInAsSb/GaAs ; semiconductor III-V ; solar cells

1. Introduction

The consequences of the use of fossil fuels require finding alternative sources of supply. Among the choices that meet the cost, durability and environmentally friendly, renewable energy appear to be a good compromise. They are inexhaustible energy provided by the sun, wind, falling water, the heat of the earth ... etc. Their exploitation does not generate polluting emissions. Among these energies of the future, solar photovoltaic that can convert sunlight directly into electricity occupies an important place in research, and is growing increasingly important since 1990. This research is focused on two main axis, which may seem opposite (increase cell efficiency, and reducing the cost of production) [1]. This development is mainly through the control of materials used in the design of components. Most of these materials are obtained by standard alloy on substrates. They could in principle cover a wide range of compositions and therefore application. This study is oriented towards the study and simulation of structures based on GaInAsSb / GaAs, for photovoltaic and improving the efficiency of this structure. The development of systems of photovoltaic conversion in the last thirty years has led to significant improvements in terms of cost and performance. To date the best photovoltaic conversion efficiencies are obtained with solar concentration systems using multi cell junctions based semiconductors III-V materials. The world record in this area is currently owned by the Spire with a yield of 42.3% measured on a multi-junction type GaInP / GaAs / InGaAs bifacial and a concentration factor of solar radiation 406 cell. Previously in 2009, the company Spectrolab (USA) had a return of 41.6% with cells GaInP/GaInAs/Ge [9].

2. Theory

Compounds containing bore, aluminum or nitrogen fall into this category, they generally have little interest in fast electronics, which requires semiconductors with high carrier mobility or for optoelectronics or a direct band gap structure is necessary for the optical transitions are effective. At the other end, the heavy elements such as bismuth or thallium-based compounds give Gallium (GaAs, GaSb) or indium (InP, InAs, InSb) whose properties are very interesting. Table (1) summarizes some parameters for different materials of the III-V [4].
Table 1. Parameters of the main binary compounds.

<table>
<thead>
<tr>
<th>Semiconductor III-V</th>
<th>E(_g) (eV)</th>
<th>(m^* / m_0)</th>
<th>(\mu) (cm(^2)/V/(\text{s}))</th>
<th>(a) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaP</td>
<td>2.26</td>
<td>0.82</td>
<td>110.5</td>
<td>5.4512</td>
</tr>
<tr>
<td>GaAs</td>
<td>1.42</td>
<td>0.067</td>
<td>8,500</td>
<td>5.6533</td>
</tr>
<tr>
<td>InP</td>
<td>1.35</td>
<td>0.077</td>
<td>4,600</td>
<td>5.8686</td>
</tr>
<tr>
<td>GaSb</td>
<td>0.812</td>
<td>0.046</td>
<td>-</td>
<td>6.096</td>
</tr>
<tr>
<td>InAs</td>
<td>0.36</td>
<td>0.023</td>
<td>33,000</td>
<td>6.0384</td>
</tr>
<tr>
<td>InSb</td>
<td>0.235</td>
<td>0.016</td>
<td>-</td>
<td>6.479</td>
</tr>
</tbody>
</table>

The lattice constant is estimated from Vegard's law [5], i.e. for a quaternary alloy type \(A_xB_{(1-x)}C_yD_{(1-y)}\) is expressed by:

\[
a(x, y) = x(1-y)a_{AD} + (1-x)y.a_{BC} + x.y.a_{AC} + (1-x)(1-y)a_{BD} \quad (1)
\]

\(a_{AC}, a_{BC}, a_{AD}, a_{BD}\) are the lattice constants of the binary compounds constituting the alloy.

Epitaxy of two semiconductors of the same crystalline structure but of different lattice parameter initially, causes strain (Figure 1). The material constituting the layer of greater thickness imposes its lattice parameter adjacent to each other of the contact interface, so for sufficiently thin layers, the lattice parameter of epitaxy material and elastically deforms according to the parameter of the layer epitaxy is smaller or larger than that of the substrate, the deformation or elongation is "relaxation layers" or narrowing "compression layer". For a description of the effect of strain on the band structure model and Van De Walle and Krijn formalism are used [6].

In the absence of stress, the bands of heavy holes and light holes are degenerated and isotropic in the center of the Brillouin zone, and the strip-splitting spin holes is located at an energy \(\Delta\) below these two bands. The center of gravity of the valence band average energy \(E_{\text{V,moy}}\) is therefore \(\frac{\Delta}{3}\) below the top of the valence band at \(k = 0\).

The effect of strain on the valence and conduction band can be decomposed into two parts:

- The hydrostatic stress, due to deformation along the axis of growth, causes a shift of the center of gravity of the valence band and the center of gravity of the conduction band.
- The Shear stress, which lifts the degeneracy of the energy states of the heavy hole and light hole in \(k = 0\).

For an epitaxial layer subjected to a bi-axial compressive strain, the hydrostatic component increases the gap between the valence band and the conduction band, and the shear stress makes the valence bands strongly anisotropic. The band highest energy becomes heavy according to \(k_{\perp}\) and light according \(k_{\parallel}\) (hh band). The lower energy band it becomes slightly according \(k_{\perp}\) and heavy according \(k_{\parallel}\) (lh band).

Energy shifts of the centers of gravity of the valence band and the conduction band in \(K = 0\) induced by the hydrostatic stress, vary proportionally with stress [6]. Expression of the gap energy with duress band is given by:

\[
E_{\text{g,cont}} = E_c - E_v = E_g(x, y) + \Delta E_{\text{hyd}} - \Delta E_{\text{hyd},\text{moy}} - \max\left(\Delta E_{\text{hyd},\text{cis}}, \Delta E_{\text{hyd},\text{trans}}\right) \quad (2)
\]
$\Delta E^{\text{hyd}}, \Delta E^{\text{v,moy}}, \Delta E^{\text{cisa}}_{hh}$ and $\Delta E^{\text{cisa}}_{lh}$ are the offset of the conduction bands of strain and valence heavy holes and light holes, respectively.

In case the strained layer is a solid solution of quaternary form $A_{x}B_{x-1}C_{y}D_{1-y}$, these parameters can be determined by linear interpolation, except for $E_{\text{g}}$ energies are determined from $\Delta_{0}/3$ by the following expression:

$$E_{\text{g}}(x, y) = (1 - x).y.E_{\text{BC}} + (1 - x)(1 - y).E_{\text{BD}} + x.y.E_{\text{AC}} + x(1 - y)E_{\text{AD}} - x(1 - x).y.C_{\text{ABC}} - x.y(1 - y).C_{\text{ACD}} - (1 - x).x$$  \hfill (3)

During the passage of light in the active layer of the photovoltaic cell, a photon can be absorbed by this layer to produce an electron-hole pair called exciton [7]. The absorption coefficient $\alpha$ for photon energy greater than the energy $E$ of the gap is given by the following relationship:

$$\alpha = \frac{\alpha_{0}}{\sqrt{E - E_{\text{g}}}}$$  \hfill (4)

With $\alpha_{0}$ is constant.

3. Results and discussion

Figure 2 shows the variation of the lattice mismatch as a function of the indium (In) and antimony (Sb) concentration of the structure Ga$_{1-x}$In$_{x}$As$_{1-y}$Sb$_{y}$/GaAs. Note that the indium and antimony concentrations cross deformation of the structure but the influence of the indium concentration is more important than the effect of the antimony concentration. Figure 3 shows the effect of the antimony concentration in the valence band. The incorporation of Sb on GaInAs structure gives a breakdown in valence band into two bands $E_{\text{hh}}$, $E_{\text{lh}}$ and $E_{\text{hh}}$, $E_{\text{lh}}$ heavy and light holes, respectively. This phenomenon affects the bandgap energy. Figure 4 shows the evolution of the gap energy of heavy holes and light holes depends on the In and Sb concentration of band. It is found that the indium and antimony concentration significantly reduces the energy bandgap $E_{\text{hh}}$ and $E_{\text{lh}}$. If a couple is taken (In = 14%, Sb = 10%) the gap $E_{\text{hh}}$ = 1 eV for the pair (In = 34%, Sb = 10%) the gap is 0.79eV $E_{\text{hh}}$ was a decrease $\Delta E_{\text{g}} = 0.21$eV. Figure 5 shows the variation of the absorption of the structure according to the coefficient of In and Sb concentrations. Note that the absorption coefficient increases with increasing of both of In and Sb concentrations. So indium and antimony cross absorption GaInAsSb/GaAs structure.
4. Conclusion

In this work we modeled and simulated the structure based on GaInAsSb on GaAs substrate. We took into account the effect of In and Sb concentrations on the strain the energy in the valence subband, the bandgap energy and the absorption coefficient. In and Sb concentrations decreased significantly the bandgap energy is giving us a very significant increase in the absorption coefficient of the structure GaInAsSb/ GaAs. This study allows us to enhance the efficiency of light conversion. We can use this new material as one of the layers of a multi-junction solar cell.
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Abstract

The analysis of the electronic states of a quantum dot of InAs grown on a GaAs substrate has been studied for different geometries. We did the calculation with each type of geometry we based on the Schrödinger equation for stationary particle and we used 'Comsol' for calculations. We calculated energy values as a function of each of the parameters: length, width and thickness of the wetting layer where other parameters are held constant.

Keywords: hétérostructures InAs / GaAs, the Schrödinger equation, simulation, COMSOL.

1. Introduction

There are several ways to make quantum dots among these techniques include the method known as Stranski-Krastanov, which is the one used for the growth of quantum dots. An important point is that this growth process results in the formation of a two-dimensional layer of InAs based uppermost islets called wetting layer, and acting as a reservoir of electrons scattered over a continuum of power levels[1, 2, 3]. The objective of this work is to grow hetero structure from two semiconductor materials (InAs/ GaAs). We make calculations by 'Comsol' with each type of geometry (rectangular,spherical and conical) at the same height and the same radius. To get a better idea of how energy changes indicates that we vary one of the parameters of the function (3). The energy level values obtained are listed in the table (01).

2. Method

We detail the theoretical model that we used to determine the wave functions and energy Eigen states of electrons and holes through the resolution of the Schrödinger equation [1,2]

\[ E \Psi = -\nabla \cdot \left( \frac{\hbar^2}{8\mu \pi^2} \nabla \Psi \right) + V \Psi = E \Psi \]  (3)

The equation can be simplified to a stationary Schrödinger equation:

\[ \frac{i \hbar}{2\pi \partial t} \frac{\partial \Psi}{\partial t} = H \Psi \]  (2)

The parameters of the equation are:
\( \hbar = 1.0545 \times 10^{-34} \text{ J s} \)
\( \mu = \text{mass} \)
\( V = \text{potential} \)
\( E = \text{energy} \)
\( \Psi = \text{wave function} \)

results in the modification of some parameters such as the radius, quantum dot height and thickness of the wetting layer. Indeed, the solutions of equation (3) where \( l = 0 \), which are transition energies depicted in Figures (4, 5 and 6). The energy electron-heavy hole transition is written by:

\[ \Delta E_{e-hh} = E_e - E_{hh} + E_{g_{InAs}} \]  (4)

To resolve this problem, use the form PDE interface coefficient. The model solves for an eigenvalue / eigenvector. Electronvolt is used as an energy and nanometer length units of the geometry unit.

3. Result and discussion:

3.1. The electronic states of a quantum dot InAs with each type of geometry:

The first step we choose is the realization of three different geometric structures shown in Figure
Optical transitions in quantum dots

We make calculations with Comsol each type of geometry with the same dimensions (height, radius, and thickness of the layer of wetting. The energy levels are listed in Table 01, and we see that the highest energy states are obtained for the conical quantum dot; we find that the energy is inversely proportional to the size of quantum dot.

<table>
<thead>
<tr>
<th>geometry types</th>
<th>$E_0$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>conical</td>
<td>1.05</td>
</tr>
<tr>
<td>elliptic</td>
<td>0.95</td>
</tr>
<tr>
<td>rectangular</td>
<td>0.91</td>
</tr>
</tbody>
</table>

*Table 01:* The energy levels for each geometry in the ground state $E_0$ (eV)

3.2. Changes in the parameters of the quantum dot:

Among the three geometries, we have chosen the conical structure and we have made changes on the radius of the quantum dot $r$ between (50Å and 250Å), the thickness and layer wetting and we obtained the results shown in the figures (4,5 and 6) respectively which correspond to energy levels of optical transition. The analysis of these figures shows that the transition energy is strongly dependent on the size of the quantum dot. Indeed, these energies are inversely proportional to the dimensions of the dot and to the thickness of the wetting layer.
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There is an offset of the energy of transitions to higher energies because of the change in the confinement energy when reducing the size of the structures [4, 5].

4. Conclusion:

Our results obtained by studying a single quantum dot, where we use Comsol software and simulation of elliptic, conical and rectangular nanocrystalsInAs shows that the energy associated with the ground level depends on the shape and volume of quantum dots.
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Abstract

In this work, Fluorine-doped tin dioxide (FTO) films were prepared with spray ultrasonic technique using SnCl\textsubscript{2} and NH\textsubscript{4}F as sources of SnO\textsubscript{2} and fluorine dopant, the films were deposited on MICROSCOPE SLIDES (REF 217102) used as glass substrates. The optical and structural properties of the films for different doping concentration (for 3-18 wt% NH\textsubscript{4}F) were studied. The optical properties of the films were studied by UV-vis spectroscopy. Optical transmittance spectra of the films showed high transparency of about 72.8–83.5% in visible region which increases with increases F-doping. The optical gap for F-doped SnO\textsubscript{2} films was found in the range from 4.31 to 4.37 eV. The structure and topography of the ultrasonic deposited films were characterized by X-ray diffraction (XRD) and scanning electron microscopy (SEM). X-ray diffraction studies showed that the SnO\textsubscript{2}: F films were polycrystalline and have preferential orientations along (2 0 0) planes and grain sizes in the range of 14–30 nm. SEM studies reveal the same observation on the effect of the fluorine doping.

Keywords: Spray Ultrasonic, FTO, UV-Visible Spectroscopy, X-ray diffraction (XRD);

1. Introduction

Transparent conductive oxides (TCO) are interesting materials in several applications, their important properties both electrical conductivity and transparency in the visible region, make them ideal candidates for optoelectronics, photovoltaic and catalytic applications. Among the different transparent conductive oxides, SnO\textsubscript{2} films doped with fluorine seem to be the most appropriate for use in many applications, owing to its low electrical resistivity and high optical transmittance. Non-toxicity and abundance of its components on Earth make it an ideal candidate for applications listed above. SnO\textsubscript{2} is available material and easy to deposit in thin films by using Ultrasonic Spray technique [1, 2]. Thin films of SnO\textsubscript{2} can be prepared by many techniques, such as chemical vapor deposition [3], sol-gel [4], pulsed laser deposition [5] and spray pyrolysis [6]. Among these techniques, new Ultrasonic Spray method is the most convenient technique because it is simple, low cost, easy to add doping materials and promising for high rate and mass production capability of uniform large area coatings in industrial applications [1, 2]. However, the preparation method affects on thin film structural properties, which play an important role in the optical and electrical properties of the film material. Doping with fluorine (F), antimony (Sb), cobalt (Co), Cerium (Ce), iron (Fe), palladium (Pd), niobium (Nb), molybdenum (Mo) and indium (In) has been achieved to improve tin oxide (SnO\textsubscript{2}) property [7-13]. Among these dopants, fluorine has been shown to be the most effective and achieved commercial use due to its low cost and simplicity. A survey of literature reveals that most research works focus on the fluorine doped SnO\textsubscript{2} films used ammonium fluoride (NH\textsubscript{4}F) as a fluorine precursor.

In the present work, SnO\textsubscript{2}: F thin films were prepared by Ultrasonic spray technique on glass substrates using SnCl\textsubscript{2} and NH\textsubscript{4}F as sources of SnO\textsubscript{2} and fluorine dopant. The aim of this work is to study the effect of the doping levels on some physical properties of SnO\textsubscript{2}: F thin films such as optical transmittance, crystal structure and surface morphology. The results obtained are compared and discussed with the specified results by several researchers.
2. Results and discussion

2.1. Optical properties

Fig. 1 shows UV–Vis transmittance spectra of F-doped SnO\textsubscript{2} thin films with various fluorine concentrations. The transmittance of all samples was more than 70% in the whole visible-light region (400 to 800 nm), this transmittance value of fluorine doped tin oxide films are in good agreement with [14, 15]. The films doped with fluorine show increase in transmittance with increasing fluorine concentration, transmittance values are 72.8%, 76.2% and 83.5%, respectively for 6 wt. % F, 9 wt. % and 15 wt. % F. The increase in transmittance is attributed to the well-crystallized films [16]. A slight decrease in the optical transmittance at 18 wt. % (T= 76.8%) could be attributed to an excess free electrons in the films [17].

The comparison of transmittance, absorbance and reflectance of fluorine doped SnO\textsubscript{2} thin film (6 wt. %) is shown in Fig. 2.

Fig. 3 shows the optical band gap \(E_g\) of SnO\textsubscript{2}: F thin films. \(E_g\) can be deduced from transmission measurements using Tauc’s relation Eq. 1[18]:

\[
(\alpha h\nu)^2 = A(h\nu - E_g)
\]

Where \(h\nu\) is the photon energy, \(E_g\) is the optical band gap, \(A\) is a constant which does not depend on \(h\nu\). \(E_g\) values calculated from the optical transmission were in the range of 4.31 ~ 4.37 eV (Table 1). The optical band gap values are higher than the value of \(E_g = 3.57\) eV reported for single crystal SnO\textsubscript{2} [19] and are comparable to the value of \(E_g = 4.3\) eV reported for F: SnO\textsubscript{2} films [20-23]. This increase in band gap can be attributed to an increase in carrier concentration of the films due to F doping. Similar optical band gap values were reported for the SnO\textsubscript{2}: F films [20, 21] The optical band gap decreases from 4.37 eV at 6 wt. % F to 4.31 eV at 15 wt. % with increasing fluorine concentration then it increases to 4.35 eV with 18 wt. % F doping.

**Figure 1:** Transmittance spectra of SnO\textsubscript{2}: F thin films as a function of Wavelength for different fluorine doping concentration (wt. %).

**Figure 2:** Transmittance, Reflectance and Absorbance spectra of F-doped SnO\textsubscript{2} thin film (6 wt. %)

The thickness of the film \(t\) is calculated from transmittance spectra using the following relation Eq. 2 [24, 25]:
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$$t = \frac{\lambda_1 \lambda_2}{2(n_1 \lambda_2 - n_2 \lambda_1)}$$  \hspace{1cm} (2)

Where $n_1$ and $n_2$ are the refractive indexes at the two adjacent maxima (or minima) at $\lambda_1$ and $\lambda_2$. The thickness of the films was determined to be between 365 nm and 712 nm; results are listed in Table 1 [26].

![Figure 3: Optical band gap calculations of SnO$_2$: F thin films for different fluorine doping concentration (wt. %).](image)

![Figure 4: XRD patterns of F-doped SnO$_2$ films for different fluorine doping concentration.](image)

Table 1: Films thickness and optical gap values of SnO$_2$: F thin films for different fluorine doping concentration (wt. %).

<table>
<thead>
<tr>
<th>F-doping wt. %</th>
<th>6 wt. %</th>
<th>9 wt. %</th>
<th>15 wt. %</th>
<th>18 wt. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Films thickness (nm)</td>
<td>712.75</td>
<td>639</td>
<td>365.5</td>
<td>489.16</td>
</tr>
<tr>
<td>E$_g$ (eV)</td>
<td>4.28</td>
<td>4.37</td>
<td>4.33</td>
<td>4.33</td>
</tr>
</tbody>
</table>

2.2. Structural analysis

The X-ray diffraction patterns of the SnO$_2$ films deposited by ultrasonic spray with different fluorine concentrations are shown in Fig. 4. For all deposited films, major peaks corresponding to the tetragonal SnO$_2$ (JCPDS No. 41-1445) were observed. It can be seen that all the films are polycrystalline and contain SnO$_2$. Tetragonal structure (P4/mmm (136)), and no phase corresponded to fluorine was observed.

![Figure 3: XRD patterns of F-doped SnO$_2$ films for different fluorine doping concentration.](image)

The XRD results of SnO$_2$:F thin films prepared by Ultrasonic Spray exhibited five peaks at 20 equal to 26.58°, 33.86°, 38.12°, 51.85° and 66°, according to the (110), (101), (200), (211) and (301) planes, respectively. It is perceptible from the figure that the undoped SnO$_2$ films grow along the preferred orientation of (211). The intensity of the plane (2 0 0) found increased with increasing fluorine doping concentration. In addition, after fluorine doping the peaks shift slightly to the less value of the Bragg angle [27]. In order to evaluate the preferred orientation of the SnO$_2$: F films, the texture coefficient $T_{hkl}$ can be calculated from Eq. 3 [28]:

$$T_{hkl} = \frac{I_{hkl}}{I_{max}}$$  \hspace{1cm} (3)

where $I_{hkl}$ is the intensity of the peak (hkl) and $I_{max}$ is the maximum intensity.
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\[ T_{hk0} = \frac{I_{hk0}}{\sum_{M} I_{hk0} / I_{0hk0}} \]  

Where \( T_{hk0} \) is the texture coefficient of the plane \((h k l)\), \( I_{hk0} \) is the measured intensity, \( I_{0hk0} \) is the corresponding standard intensity given in the ASTM cards (No. 41-1445), and \( N \) is the number of reflections. If the film had no preferred orientation, presumably the \( T_{hk0} \) would be one for all peaks. If the value of \( T_{hk0} \) is larger, the films may possess the \((h k l)\) preferred orientation. The texture coefficients \( T_{hk0} \) of the films are listed in Table 2. It is indicated that all the SnO2 films doped with 3, 6 and 15 wt. % F exhibit a preferred orientation with \((200)\) plane whereas films doped with 9 and 12 wt. % F had no preferred orientation [29].

Table 2: Texture coefficients of SnO2:F thin films for different fluorine doping concentration (wt. %).

<table>
<thead>
<tr>
<th>F-doping wt. %</th>
<th>Grain size D (nm)</th>
<th>Lattice Parameter a (Å)</th>
<th>Lattice Parameter c (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 wt. %</td>
<td>27.53</td>
<td>4.725</td>
<td>3.184</td>
</tr>
<tr>
<td>6 wt. %</td>
<td>28.56</td>
<td>4.708</td>
<td>3.322</td>
</tr>
<tr>
<td>9 wt. %</td>
<td>27.28</td>
<td>4.725</td>
<td>3.184</td>
</tr>
<tr>
<td>12 wt. %</td>
<td>26.69</td>
<td>4.708</td>
<td>3.322</td>
</tr>
<tr>
<td>15 wt. %</td>
<td>26.289</td>
<td>4.742</td>
<td>3.200</td>
</tr>
</tbody>
</table>

The crystalline sizes of SnO2:F films given in the Table 3 are calculated according to the Scherrer’s formula Eq. 4 [30]:

\[ D = \frac{0.9\lambda}{\beta\cos\theta_B} \]  

Where \( D \) is the crystallite size, \( \beta \) is the full width at half-maximum (FWHM) of the most intense diffraction peak, \( \lambda \) is the X-ray wavelength (1.5404 Å) and \( \theta_B \) is the Bragg angle. A broad size distribution of about 27.53 nm was found for the undoped film. However, for doped film at 9 wt. % Scherrer’s equation applied to the most intense (1 1 0), (2 0 0) and (2 1 1) diffraction lines. A broad size distribution ranging from 27.28 nm to 30.35 nm whereas for doped films at 12 wt. % the average crystalline size calculated to (1 1 0) and (2 0 0) diffraction lines it ranging from 26.96nm to 29.45nm. In addition, the calculated sizes were in the range of 14 nm, 28.56 nm and 26.82 nm for 3 wt. %, 6 wt. % and 15 wt. %, respectively.

The lattice constants \( a \) and \( c \), for the tetragonal phase structure is determined from XDR results using Eq. 5 [30]:

\[ \frac{1}{d_{hk0}^2} = \frac{h^2 + k^2}{a^2} + \frac{l^2}{c^2} \]  

Where \( d_{hk0} \) is the inter-planar distance, \((h k l)\) are the Miller indices and \( a \) and \( c \) are the lattice constants. The calculated lattice constants \( a \) and \( c \) are given in Table 3. All the values were marginally larger than those of the standard SnO2 with tetragonal structure in JCPDS card, which was caused by the \( F^- \) (substitution) of \( O^{2-} \) [26, 27].

Table 3: XRD analysis results of F-doped SnO2 films for different fluorine doping concentration.

The surface morphology of F: SnO2 thin films deposited on glass substrate by ultrasonic spray for different fluorine doping concentration (3 wt. %; 6 wt. % and 12 wt. %), is shown in Fig. 5.
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Figure 5: SEM micrographs of SnO$_2$: F films for various F-content (wt. % in film): (a) 3 wt. %, (b) 6 wt. %, and (c) 12 wt. %.

SEM micrographs show polycrystalline SnO$_2$ thin films with homogeneous distribution. From the SEM image, it is seen that the substrate is well covered with large number of fine grains and film surface is uniform. The films are continuous and consists inter-granular regions appearing darker [20, 29].

3. Conclusions

Thin films of fluorine doped tin oxide SnO$_2$ were successfully prepared on glass substrates by Ultrasonic spray technique. The effects of doping levels on the optical and structural properties of SnO$_2$: F thin films were experimentally investigated. The optical transmittance of the films found increased with increasing fluorine doping concentrations. The average visible transmittance of all samples was more than 70% in the visible region with an optical band gap of about 4.37-4.31 eV and thickness between 365 nm and 712 nm. X-ray diffraction studies revealed that all the films are polycrystalline with tetragonal structure. The preferred orientation of SnO$_2$: F films was found varying on doping level variation. The films show a preferred orientation along (2 1 1) for undoped film whereas the films doped with 3, 6 and 15 wt. % F exhibit a preferred orientation with (2 0 0) plane. The grain size $D$ was also found in the range of 14-30 nm. The results showed that this technique is superior to the conventional technique for both improving the film thickness uniformity and film transparency. In addition, the obtained results suggest that the deposited films can be used as transparent electrodes in solar cells applications.
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Abstract

The single crystal Ge layers have been deposited by molecular beam epitaxy on porous silicon (PSi) substrate, with different thicknesses (40 nm and 80 nm) at the growth temperature of 500°C and 600°C. During deposition, the pore network of PSi layers has been filled with Ge. Fourier transformed infrared spectroscopy (FTIR) and Atomic force microscopy (AFM) have been applied for investigation of vibrational modes and morphological properties of the Ge on PSi layers. AFM investigation showed the surface roughness and pyramid like hillocks. It also confirmed the nanometric size of the crystallites. FTIR absorption measurements showed different vibrational modes present in the Si-Ge structures. The observed vibrational frequencies depend strongly on the growth temperature.

Keywords: Germanium, porous Silicon, molecular beam epitaxy, AFM, nanostructures, FTIR.

1. Introduction

The interest in porous silicon (PSi) is increased considerably by the observation of its room temperature visible photoluminescence (PL) [1] and electroluminescence [2, 3]. PSi shows different features in comparison to the bulk silicon such as shifting of fundamental absorption edge into the short wavelength and PL in the visible region of the spectrum. Analyses of PSi show that this material presents interesting properties [4-6] necessary for a wide area of potential applications such as waveguides [7], thermal [8] and optical [9-12] applications or for Silicon on isolator (SOI) technology [13]. However, PSi has good compatibility with existing silicon technology.

Many microelectronic devices incorporate Ge containing layers such as Si-Ge [14]. To provide increased device performance, it is advantageous to have a relatively high Ge content in the Si-Ge layer. Nevertheless, greater amounts of Ge increase the amount of strain which is due to the lattice mismatch (4.2 %) between Ge and Si. This problem is partially overcome by growing a relaxed SiGe buffer layer, called virtual substrate [15, 16], on top of which the active layers (Ge or Si) are deposited. PSi is a spongy material and could partially relax the epitaxial strain caused by the heteroepitaxy of SiGe layers because of the large density of pores. Then, it could be used as a stressor layer with Ge epitaxial layer grown on. This process has the advantage of low cost thin film solar cells. Especially, when filling the pore network of a PSi with Si or Ge.

In our previous work [17], we reported the use of PSi as sacrificial layer to grow epitaxial planar and fully relaxed Ge membranes. The Ge layers were grown on PSi by molecular beam epitaxy (MBE) in ultra high vacuum atmosphere. The resulted Ge thin films could be used as relaxed pseudo-substrate in conventional microelectronic technology. However, further characterisation is needed to address the issue of the use of these samples on optoelectronic technology. In this study, we report the studies of morphological properties and vibrational modes of Ge layers grown on PSi as a function of the growth temperature and deposited thickness.

2. Experimental procedure

The main The Ge layers were grown on PSi substrate by MBE, in order to fill the pore network of a PSi layer with Ge. In this work, we used two samples with different Ge thicknesses h=40 nm and h=80 nm elaborated at 600°C and 500°C respectively. The fabrications of the PSi and Ge layers grown on PSi have been described in our previous work [17].

The surface morphology and roughness of prepared samples was obtained by Atomic Force Microscope (AFM), type PSIA XE-100, in the tapping mode. Absorption FTIR spectra of the samples were measured using a Nicolet-Avatar-360 spectrophotometer. This technique can be used to evaluate the evolution of the chemical bond with growth temperature.
3. Results

The internal surface chemical composition of as-prepared PSi was characterized using FTIR technique. The different bonds are resumed in our work submitted and accepted for another conference [18], where a combined analysis of FTIR spectroscopy and PL spectra were applied to characterize the Ge/PSi structures.

The surface composition of Ge/PSi structures were characterized by FTIR absorbance analysis. The results are depicted in Fig. 1 and 2. FTIR absorption measurements on the Ge/PSi structures showed replacement of the Si-OH modes with Ge-OH related modes. Specifically, Ge-OH stretching modes at 2780, 3770 and 3830 cm⁻¹ for 40 nm thick Ge grown at 600°C and at 2789, 2838, 2918, 3836 and 3305 cm⁻¹ for 80 nm thick Ge grown at 500°C appeared in FTIR spectra [19, 20, 21, 22]. The FTIR absorbance spectra characteristic of the hybride-terminated surface, which consists of Si-H stretching modes at 2254 and 2351 cm⁻¹ [23] for 40 nm thick Ge and at 2250 cm⁻¹ for 80 nm thick Ge [23]. However, the peak at 3520 cm⁻¹ is in general attributed to the stretching signal of the Si-OH bond [24]. The characteristic asymmetric stretching signals of Si-O-Si bridges between 1066 and 1184 cm⁻¹ [23] and at 1070 cm⁻¹ [23] are too weak. Also, we noticed the presence of the stretching points of OGe-H and OGe-H at 2035 and 2065 cm⁻¹ [19]. In addition, Si-Si bonds are obtained at 609 and 613.5 cm⁻¹ [23] for 40 nm thick Ge and 80 nm respectively. The above results indicate that FTIR spectra of Ge/PSi samples contain vibrational modes arising from chemical compound of Ge, O and H.

![Fig. 1 FTIR absorption spectra obtained from Ge grown on PSi at 600°C for h=40 nm. Inset: FTIR spectra on large scale.](image1)

![Fig. 2 FTIR absorption spectra obtained from Ge grown on PSi at 500°C for h=80 nm.](image2)

However, we display in fig. 1 and 2 a low presence of SiH. for a 80 nm thick Ge, compared to the other sample grown at 600°C. Some authors correlated the presence of SiH with the strain of PSi materials [26, 27], this explanation is supported by our results obtained from FTIR spectra with in addition the results reported in our previous work [17] obtained by high resolution X-ray diffraction.
Figure 3 shows the 2D and 3D views of different samples. From the AFM measurements, we find that the root mean square (RMS) roughness decreases with the deposited thickness from RMS=15.2 nm for h=40 nm to RMS=3 nm for h=80 nm, and is estimated to be 2 Å for PSi [17]. From fig. 3, the formation of pores can be clearly seen in 3D images, it is observed that there is a condensation point which forms the skeleton of PSi and pyramid like hillocks surfaces. These can be regarded as a condensation point to form skeleton clusters which play an important role for the strong visible luminescence. The lateral sizes of the nanocrystals are found to be in the range of 3-5 nm. Despite this, it is difficult to differentiate nanocrystals sizes but it is expected that their sizes are smaller for a 80 nm thick Ge which leads to an intense PL, especially since we found that Ge thicknesses have no effect on PL properties [18].

4. Conclusion

A combined study of FTIR and AFM was conducted on PSi and Ge/PSi structures with different thicknesses and growth temperature. The AFM investigation shows the rough Si and Ge/PSi surfaces, which can be regarded as a condensation point for small skeleton clusters which play an important role for the PL. Also, we have deduced the size of Si nanocrystals from AFM measurements. Furthermore, FTIR absorption results of the SiGe$_x$ layers depend on the growth temperature and show the emergence of Ge-O-Ge, Ge-H and Ge-OH stretching modes.
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Abstract:
Quantum dots (QDs) represent an interesting topic in the controlled modification of optical, electronic and thermoelectric properties of semiconductor materials. Applications in optoelectronic and other devices have been theoretically proposed due to its easy tuning properties by means of controlling size, shape, and density of QDs. Gallium Arsenide (GaAs) nanostructures are being a popular subject of research since last three decades because of its fascinating properties and potential for nanoelectronic devices which is the trend of miniaturization nowadays. Gallium Arsenide nanostructures have a significant change of electronic properties from the bulk. This has been the favor in the fabrication of nano-electronic devices for example, optoelectronic devices and transistors. The electronic band structure and optical properties of a GaAs quantum well have been investigated using the pseudopotential approach.

Keywords: Quantum dot; GaAs; Optical and electronic properties; pseudopotential method.

1. Introduction
In recent years, there has been increasing interest in III-V semiconductors as materials for optoelectronic devices [1]. Gallium arsenide (GaAs) is a compound comprising the elements gallium and arsenic. It is a III-V semiconductor, and is used in the manufacture of devices such as microwave frequency integrated circuits, monolithic microwave integrated circuits, infrared light-emitting diodes, laser diodes, solar cells and optical windows. In addition, it is often used as the substrate material for epitaxial growth of other III-V semiconductors, including InGaAs and GaInNAs [1]. It is technologically very important and is the most studied compound semiconductor material [1, 2].

Many of the band structure parameters of bulk GaAs are known with a greater precision than those for any other compound semiconductor [3] and references therein; [1-9]). However, the new class of materials formed by semiconductor nanostructures has a large and mostly unexplored ensemble of possible applications. The discovery of the nano-solid of various shapes, and its assemblies, has been quite surprising and has thus generated enormous and ever-increasing interest, paving the way for scientific insights and technological thrusts [10] and references therein). Experimentalists are now able to grow nanostructures of high quality from diverse semiconductor materials [11, 12], with the ability to dope them [13-20]. New physical and chemical properties have been found to occur in such systems, arising from the large fraction of low-coordinated atoms at the surface and the confinement of electrons to a rather small volume [10]. Semiconductor compounds, owing to the tunability of their electronic and optical properties by the three-dimensional confinement of carriers, have attracted considerable interest as technologically important materials. Thus, the study of quantum confinement in these semiconductors is one of the promising concepts that may lead to a greater understanding of the solid state.

In this paper, we study the electronic and optical properties of nanostructured GaAs in the zinc-blende structure by using the pseudopotential method (PM). The objective of this work is to show the extent to which the quantum confinement effects can modify the electronic and optical properties of bulk GaAs. Although in most cases the PM approach cannot replace the first-principles methods, one must acknowledge a weak connection between state-of-the-art ab initio calculations and experimental achievements in the realm of nanostructures [11]. The reason is that nanostructures are small in size, but large in the number of atoms constituting them. Besides, their relevant observables are accessible only through a proper treatment of excitations [11]. Nevertheless, even at the nanoscale the PM has been shown to give accurate results [11, 21]. Moreover, the computational effort needed by this approach is much smaller than that needed by ab initio methods.

The paper is organized as follows. Section 2 briefly describes the computational method used in the calculation. The results regarding the effects of quantum confinement on the Optoelectronic properties are presented and discussed in section 3. Finally, the conclusion drawn from the present study is presented in section 4.

2. Computational details
The current calculations are mainly based on the PM (see e.g. [22]). In the PM, the one-electron Schrödinger equation is replaced by a pseudo-wave equation:
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\[
\left( \frac{p^2}{2m} + V(r) \right) \psi_k(r) = -E_k \psi_k(r)
\]  

(1)

With \( \psi_k(r) \) denoting the pseudo-wave function and \( V(r) \) the pseudopotential. This equation can be used to calculate the physical properties of semiconductors, which are dependent on the valence and conduction electrons only.

The effective potential \( V(r) \) is expanded as a Fourier series in reciprocal lattice space. For a binary compound, the expansion is written in two parts, which are symmetric and antisymmetric with respect to an interchange of two atoms about their midpoint. Because of cancellation between the kinetic and potential energies in the vicinity of atomic cores, only a few Fourier terms suffice.

The PM involves the fitting of the atomic form factors \( V_a(G) \), which are treated as adjustable parameters, to experiment. Adjustments to the specific pseudopotential form factors, on which the band structure calculation depends, are made using a nonlinear least-squares fitting procedure [23]. More details of the procedure can be found in [24]. In the present work, three band energy level spacings are used for bulk GaAs, namely \( \Gamma - \Gamma \), \( \Gamma - X \), and \( \Gamma - L \). The experimental band-gap energies for GaAs at \( \Gamma - L \) and \( L \) high-symmetry points fixed in the fits are 1.42 \[25\], 1.81 \[25\] and 1.72 eV \[25\], respectively. The final adjusted pseudopotential form factors of bulk GaAs are found to be \( V_{S}(3) = -0.239833 \), \( V_{S}(8) = 0.0126 \), \( V_{S}(11) = 0.059625 \), \( V_{A}(3) = 0.060536 \), \( V_{A}(4) = 0.05 \) and \( V_{A}(11) = 0.01 \).

**Figure 1.** Direct band-gap energy \( E_{\Gamma}^d \) in nanostructured GaAs as a function of quantum well width.

The confinement effect on the energy band gap of a quantum well of width \( a \) is calculated using the expression \[26, 27\]

\[
E_g = E_g^0 + \frac{\hbar^2 a^2}{2m_e} \left( \frac{1}{m_e} + \frac{1}{m_h} \right) - \frac{1.8e^2}{\varepsilon a}
\]  

(2)

where \( E_g \) is the band gap of the nanostructure, \( E_g^0 \) is its corresponding bulk band-gap energy, \( \varepsilon \) is the effective dielectric constant, and \( m_e^* \) and \( m_h^* \) are the electron and heavy hole effective masses for bulk GaAs, respectively.

By using equation (2), the band-gap energies for GaAs nanostructures at the \( \Gamma \), \( X \), and \( L \) high-symmetry points in the Brillouin zone have been determined. The results of calculations are used in the fitting procedure so as to adjust the pseudopotential form factors for each quantum well width \( a \) being considered here. The final adjusted pseudopotential form factors for selected quantum well widths of GaAs are given in table 1.

The carrier effective masses \( m_e^* \) and \( m_h^* \) have been determined for bulk GaAs using a procedure similar to that of Bouarissa \[28\], where \( m_e^* \) and \( m_h^* \) are calculated at the \( \Gamma \) valley in the conduction band minimum and the valence band maximum, respectively.
3. Results and discussion

The variation of the direct band-gap energy $E_g^\text{b}$ (taken as the transition between the top of the valence band state and the lowest conduction band state at the Brillouin zone centre) as a function of the quantum well width in zinc-blende nanostructured GaAs is shown in figure 1. We observe that as the quantum well width increases from 1 to 3 nm, $E_g^\text{b}$ decreases rapidly. Going from a quantum well width of 3 to 5 nm, the decrease becomes weak. Beyond a quantum well width of 5 nm, $E_g^\text{b}$ increases slightly and then it becomes almost constant in the well width range 20–30 nm. Thus, the quantum confinement effects are expected to open the band gap when the well width is below 4 nm. The band-gap energy due to a quantum confinement effect becomes much larger than the unconfined or bulk band-gap energy for small quantum well widths (in the well width range 0–2 nm).

The computed electron energy band structures of bulk GaAs (solid curves) and GaAs quantum wells with a well width of 3 nm (dotted curves) along several symmetry points in the Brillouin zone are shown in figure 2. The zero energy reference is taken to be at the top of the valence state in the case of nanostructured GaAs. The bottom of the valence state in the case of bulk GaAs. Therefore, nanostructured GaAs becomes an indirect ($\Gamma$–$L$) band-gap semiconductor. The bottom of the valence state in the case of nanostructured GaAs is shifted upwards, thus suggesting a de-enhancement of the full valence band width. This in turn is an indication of the change in the crystal ionicity when moving from bulk to nanostructured GaAs. It has been reported in the literature that the antisymmetric gap (the gap between the first and the second valence bands at the $X$ point) is related to the ionicity of the semiconductor [32, 33] in such a way that it grows with increasing ionicity. As can be seen from figure 2, when moving from bulk to nanostructured GaAs, this gap decreases, thus suggesting the decrease in ionicity of GaAs. Based on quantum confinement theory [10], the effect of quantum confinement on the electronic properties may be explained as due to the Coulomb potential and kinetic energies of electron–hole pairs (usually called excitons),

Table 1. Symmetric (VS(G)) and antisymmetric (VA (G)) pseudopotential form factors for selected quantum well widths of GaAs.

<table>
<thead>
<tr>
<th>Quantum Wellwidth (nm)</th>
<th>V.(3)</th>
<th>V.(8)</th>
<th>V.(11)</th>
<th>V.(3)</th>
<th>V.(4)</th>
<th>V.(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-0.084025</td>
<td>0.531957</td>
<td>0.001769</td>
<td>-0.705132</td>
<td>0.05</td>
<td>-0.163124</td>
</tr>
<tr>
<td>9</td>
<td>-0.216466</td>
<td>0.0126</td>
<td>0.048521</td>
<td>0.58086</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>15</td>
<td>-0.228204</td>
<td>0.0126</td>
<td>0.053313</td>
<td>0.072672</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>20</td>
<td>0.231214</td>
<td>0.0126</td>
<td>0.054797</td>
<td>0.069643</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>50</td>
<td>-0.237359</td>
<td>0.0126</td>
<td>0.057940</td>
<td>0.062556</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>100</td>
<td>-0.238903</td>
<td>0.0126</td>
<td>0.058860</td>
<td>0.061441</td>
<td>0.05</td>
<td>0.01</td>
</tr>
</tbody>
</table>
which are responsible for the photoluminescence blueshift of nanometric semiconductor; the photoluminescence blueshift is dictated by the joint effect of the intrinsic band gap expansion and electron-phonon coupling. On the other hand, the higher-conduction states are also affected when moving to the nanometric scale. This is an indication of the change in the transport properties when one goes from bulk to nanostructured GaAs. The effect of quantum confinement on the transport properties can be traced back to the confinement of the charge carriers, which results in a change in the carrier’s effective masses.

The study of dielectric properties is concerned with the storage and dissipation of electric and magnetic energy in materials. It is important to explain various phenomena in electronics, optics and solid-state physics. The transverse effective charge \( e_T^* \) is a basic parameter characterizing the dielectric properties of solids. Its value is dynamic and reflects the effects of covalency with respect to some reference ionic value [34]. The definition of the charge depends critically on what physical quantity is assumed to be measured. In this paper, \( e_T^* \) has been calculated using a relation similar to that used previously in [29], i.e.

\[
e_T^* = \frac{\Delta z}{2} + \frac{4\mu_0}{144}\tag{3}
\]

In our case, \( \Delta z = -z_{\text{Ga}} + z_{\text{As}} \), where \( z \) are the valences. The variation in \( e_T^* \) as a function of GaAs quantum well width is depicted in figure 3. From an inspection of this figure, one can note that with increasing the quantum well width up to 50 nm, \( e_T^* \) decreases rapidly. However, when the quantum well width goes beyond the value of 50 nm up to 100 nm, the de-enhancement of \( e_T^* \) becomes slow and it tends to be constant. This suggests that \( e_T^* \) in nanostructured GaAs is larger than that in bulk GaAs. We may then conclude that the effect of confinement in GaAs leads to an increase in \( e_T^* \).

The dielectric constant is an essential piece of information when designing capacitors and in other circumstances where a material might be expected to introduce capacitance into a circuit. In polar materials atomic displacements create dipoles. The long-range macroscopic electric field accompanying these displacements is determined by a non-analytical contribution to the dynamical matrix [35, 36], consisting of the tensors of the Born effective charges and of the high-frequency dielectric constants. Nevertheless, in the zinc-blende structure (like in our case here), those tensors are isotropic [37, 38]. Thus, the high-frequency dielectric constant \( \varepsilon_x^\infty \) is a scalar and can be derived from the expression

\[
\varepsilon_x^\infty = n^2 \tag{4}
\]

where \( n \) is the refractive index. The latter has been calculated using the Ravindra et al [39] model

\[
n = \alpha + \beta E_g \tag{5}
\]

where \( E_g \) is the fundamental energy band gap, \( \alpha = 4.084 \) and \( \beta = -0.62 \) eV\(^{-1} \). The model has been chosen because it is found to show better agreement with the known data for \( n \) in III–V semiconductors [40].

The dependence of \( \varepsilon_x^\infty \) on the GaAs quantum well width is shown in figure 4. We observe that \( \varepsilon_x^\infty \) decreases monotonically and nonlinearly with increasing

---

**Figure 2.** Electronic band structures for bulk GaAs (solid curves) and GaAs quantum wells with a quantum well width of 3 nm (dotted curves).
the quantum well width up to 100 nm. Since materials with high-dielectric constants are useful in the manufacture of high-value capacitors, the behaviour of \( \varepsilon_{\infty} \) with respect to the quantum well width suggests an enhancement in the ability of nanostructured GaAs to store electrical potential energy under the influence of an electric field. In other words, the dielectric capacity of nanostructured GaAs becomes stronger and hence the material becomes a good insulator.

![Graph](image1)

**Figure 3.** Transverse effective charge in nanostructured GaAs as a function of quantum well width.

![Graph](image2)

**Figure 4.** High-frequency dielectric constant in nanostructured GaAs as a function of quantum well width.

The calculations are extended to include the static dielectric constant (\( \varepsilon_0 \)). In this respect, \( \varepsilon_0 \) has been determined using the relation that holds between \( \varepsilon_0 \) and \( \varepsilon_{\infty} \) [41],

\[
\frac{\varepsilon_0 - 1}{\varepsilon_{\infty} - 1} = 1 + v
\]

(6)

where \( v \) is given by

\[
v = \frac{\alpha_p^2 (1 + 2\alpha_c^2)}{2 \alpha_c^4}
\]

(7)

and \( \alpha_p \) is the polarity that was obtained using the Vogl definition [42]

\[
\alpha_p = \frac{V_s(3)}{V_a(3)}
\]

(8)

Here, \( V_s(3) \) and \( V_a(3) \) are the symmetric and antisymmetric pseudopotential form factors at \( G(111) \), respectively, whereas \( \alpha_c \) is the covalency of the material in question that was estimated from the relation

\[
\alpha_c = \sqrt{1 - \alpha_p^2}
\]

(9)
In figure 5, \( \varepsilon_0 \) is plotted against the GaAs quantum well width. Note that \( \varepsilon_0 \) decreases monotonically with increasing the quantum well width. The trend of \( \varepsilon_0 \) seems to be similar to that of \( \varepsilon_\infty \). Both trends indicate the enhancement of the ability of nanostructured GaAs to store electrical potential energy under the influence of an electric field. On the other hand, it should be mentioned that for a quantum well width of 100 nm, the value of \( \varepsilon_0 \) is found to be 11.40. This is consistent with the fact that \( \varepsilon_0 \) for bulk GaAs is 11.21 (according to our results) and with the behaviour of \( \varepsilon_0 \), which shows a decrease with increasing the quantum well width, i.e. beyond a quantum well width of 100 nm, \( \varepsilon_0 \) goes from 11.40 (nanostructured GaAs) to 11.21 (bulk GaAs).

![Figure 5. Static dielectric constant in nanostructured GaAs as a function of quantum well width.](image)

4. Conclusion

Based on the pseudopotential approach, the effect of quantum confinement on electronic and optical properties of a GaAs quantum well has been investigated. The quantum well width was taken to be in the range 1–100 nm. The direct band-gap energy \( E_g \) was found to vary non-monotonically with the quantum well width. An inspection of the electronic band structure showed that quantum confinement has an important effect on the electronic and transport properties. In addition, for a quantum well width of 3 nm, it is found that nanostructured GaAs becomes an indirect (\( t \rightarrow L \)) band-gap semiconductor. As far as the dielectric properties are concerned, our results showed that the effect of confinement in GaAs leads to an increase in the transverse effective charge, high-frequency dielectric constant and static dielectric constant, thus indicating that the dielectric capacity of nanostructured GaAs becomes stronger and hence the material of interest becomes a good insulator. The present study may help in the discovery of new desired properties when moving from bulk to nanostructured GaAs.
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Abstract

This work takes for objective to develop an efficient simulation code to determine the optical properties of some photonic materials based on TiO$_2$, namely DBRs. Basing on the Transfer matrix method (TMM), we have implemented an algorithm which calculates the reflectance and the transmittance of multilayered photonic materials and plots the corresponding spectra.

1. Introduction

During the 21st century, manipulation of photons has become the core study of area of the photonics. Photons are fast and unlimited natural sources that could replace the role of electronics. A novel class of materials referred to as “photonic crystals” is synthesized to manipulate light.

Photonic crystals [1, 2] are structures which dielectric constant is periodically changed on length scale in one, two or three dimensions (1D, 2D and 3D) with periodicity comparable to the light wavelength [3]. As analogous to electrons in an atomic crystal, the propagation of electromagnetic waves in periodic dielectric structures can be forbidden in certain directions and within a certain frequency range [4], [5]. Because of this similarity, this frequency range, in which photonic crystals exhibit strong reflection, is called as photonic. The one-dimensional multilayered structure is the simplest photonic crystal.

Distributed Bragg reflectors (DBRs) are periodic structures with a unit cell of two dielectric layers having different refractive indices and thicknesses. They can be considered as unidimensional photonic crystals and are used in a wide variety of optoelectronic devices including semiconductor lasers, solar cells and so on.

In this work, we developed an efficient simulation code to determine the optical properties of two DBRs, such as TiO$_2$/air and TiO$_2$/SiO$_2$ (1D).

Figure 1: Samples of photonic structures 1D, 2D and 3D
2. Theoretical background

Photons that are propagating into a photonic crystal are analogous to electrons moving into a conventional crystal “semiconductor”. That photon-electron analogy is due to the analogy between the equation of Helmholtz, derived from Maxwell equations [6], and the equation of Schrödinger.

\[ \nabla^2 \Psi(r) = -\frac{2m}{\hbar^2} (U - V(\vec{r})) \Psi(r) \] \hspace{1cm} (1)

\[ \vec{\nabla} \times \left[ \vec{\nabla} \times \vec{H}(\vec{r}) \right] = \left( \frac{\omega}{c} \right)^2 \epsilon(\vec{r}) \vec{H}(\vec{r}) \] \hspace{1cm} (2)

As there is similarity between electronic semiconductors and photonic crystals, the concepts of solid state crystals, viz, reciprocal space, brillouin zones, dispersion relations, Bloch wave functions [7], etc; can also be applied to photonic crystals. That is why it is logical to call the periodic dielectric structures photonic crystal.

3. Algorithm and validation

Basing on the Transfer matrix method (TMM) [8], we have implemented an algorithm which calculates the reflectance and the transmittance of multilayered photonic materials and plots the corresponding spectra.

We have used a technique that is basing on the finite differences in frequency domain, and chosen the real space instead the space of Fourier to build the transfer matrices of each layer of the photonic structure. The calculation of transfer matrix is done by a recursive algorithm. The code developed using MATLAB 2009 can calculate the reflectance and the transmittance of any one-dimensional photonic crystal as well as their Bloch modes via the determination of eigenvalues of the transfer matrices.

![Figure 2: the algorithm flowchart](image)
The reflectance and the transmittance of a TiO2-SiO2-based DBR were calculated in order to validate the efficiency of our code. The results are in good agreement with those found in literature as well as those obtained by other methods.

**Figure 3:** Reflectance spectrum of TiO2-SiO2 DBR

**Figure 4:** Reflectance spectrum of TiO2-air DBR

### 4. Conclusion

In this work, the development of an algorithm and a computer code to calculate the optical properties (reflectance and the transmittance) of multilayered 1D photonic crystals is presented. The algorithm developed is based on the transfer matrix method TMM in the frequency domain. We have described briefly the algorithm and presented the flowchart related to.
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Abstract
This paper presents the analysis of a nonlinear on/off control system including a filter of a second order in the closed loop for compensating the fluctuation of the irradiation as well as the variations of the load. The proposed system is capable of generating a pulse width modulation which is used to design and built up a PWM (Pulse Width Modulation) chopper dedicated to regulate fluctuating power supplies (photovoltaic, wind, etc.). The study essentially focuses on determining the relationship between the pulse duration with respect to system parameters and technological requirements. The theoretical study is followed by a simulation of a DC – DC chopper.

Keywords: on/off control, pulse width modulation, chopper design, optimal control

1-Introduction
In recent years, renewable energy regains serious interest in most developed countries. Indeed, these energies are renewable, non-polluting, distributed through space and can be collected and converted by means of converters. Among renewable energy sources that have experienced great development, include solar photovoltaic, wind energy and biomass. However, one of the major problems concerning the spread of renewable energy is to further reduce system cost while increasing performance.

But if the first challenge relates to the manufacturing technology, there is another problem concerning the adaptation of this energy for use in various applications such as pumping water, controlling electric motors, lighting, battery charging, etc. [1, 2]. This concerns in particular the regulating devices which are DC/DC converters (choppers) and DC/AC (inverters). The interest in this problem is that the performance of these devices directly influences the overall performance of the energetic system as a whole. Research in the field of DC – DC converters and DC – AC revealed for more than a decade the importance of on-off power supplies. Indeed, the use of power transistors (bipolar and VMOS) as fast static switches in the power amplifiers reduces the consumption. Also, it enables sufficiently high cutting frequencies to facilitate the filtering of harmonics and consequently reducing the weight, size and cost of the converter.

In this respect, switching converters based on the technique of pulse width modulation (PWM) were imposed as a viable system for the case of low power [3, 4, 5, and 6].

In a previous work [7], we have designed and built up an experimental DC/DC converter based on an on/off element with a feedback via a first order filter. The load was outside the loop. As a consequence, the system was able to regulate the output voltage w.r.t. the fluctuations of the solar energy. But did not regulate the output voltage w.r.t. the variation of the load.

The work proposed in this article is an extension of [7]. It concerns the study of an on-off control system using feedback via a second order filter including the load. In principle; this system enables the compensation of both variations stemming from the irradiation and of the load. The proposed model can also be analyzed in terms of time optimal control and can therefore be studied under the theory of 'maximum principle' as established by [5]. This system is operated in the context of power converters which are dedicated to renewable energy sources (photovoltaic, wind, etc.) [8, 9, and 10], especially for the design and realization of a chopper.
Such a system is capable of generating a Pulse Width Modulation (PWM) which is used for the design and realization of a chopper. This study essentially aims to determine the relationship between the switching frequency according to system settings and related technological parameters. The theoretical study led to the establishment of conditions that determine the system performance based on the parameters chosen. It is followed by the simulation and the realization of an experimental chopper.

2-System Modeling Overview

The proposed control system is shown schematically in Figure (1). It can be reduced to the study of an on–off control system. It comprises the direct forward path a nonlinear +/− symmetric element denoted \(N\). This nonlinear element is characterized by its threshold width \(h\) and its on–off level which equals \(+E\) and \(-E\). It also comprises a linear second order filter denoted \(W\).

In the feedback system path includes a matching element denoted \(k\) of the output to the set point value. The quantities involved are:

- \(f_0\): the set point signal.
- \(X(t)\): the control signal.
- \(U(t)\): the controlled signal.
- \(Z(t)\): the feedback signal.
- \(V(t)\): the output signal.

![Figure (1): Scheme of the control system](image)

The reference variable \(f_0\) is compared with the controlled quantity \(Z(t)\). The set point signal \(f_0\) assumed constant in the case of a chopper. The resulting error is the control variable \(X(t)\) which acts as input to the nonlinear \(N\) element. The signal \(U(t)\) at the output \(N\) is converted by a linear second order \(W\) filter. This provides the output \(V(t)\) to be used by the actual load. The inclusion of the filter \(W\) in the servo is used to regulate the output voltage vis-à-vis fluctuations (radiation, wind speed ...) and load variations. Note also that this system corresponds to the case of the optimal time control as developed by. [5]

The correspondence between the previous study and the envisioned PWM DC–DC is interpreted as follows. \(E\) corresponds to the voltage provided by the solar panel. It is thus, in general fluctuating and needs to be regulated before being able to feed the loads. \(U(t)\) is the controlled voltage at the output of the PWM modulator. \(V(t)\) is the output voltage which effectively supplies the load (engine; pump, battery, etc.)

2.1. the behavior of the non-linear element \(N\)

For simplicity, we assume that the input voltage \(X(t)\) is triangular and can cross the threshold values (+/− \(h\)) at specific instants. As a result, the output \(U(t)\) will be a succession of constant pulses of amplitude \(E\) with alternating sign. The duration and the on–off intervals are variables. The instants during which the signal jumps are called the switching instants. These instants are determined by the following conditions...
\[ \text{et} \quad X(t) > +h \quad \Rightarrow \quad U(t) = -E \]
\[ \text{et} \quad \frac{dx(t)}{dt} > 0 \]
\[ \text{et} \quad X(t) < -h \quad \Rightarrow \quad U(t) = +E \]
\[ \text{et} \quad \frac{dx(t)}{dt} < 0 \]

The evolution of the output signal in correspondence with the input signal is shown in Figure (2).

**Figure (2):** Input \( X(t) \) and output \( U(t) \) of the nonlinear element

### II.2- Signal Analyze of the second order filter

The feedback is performed after the output of a linear element; the second filter order as show in Figure (3) consists of an inductor \( L \), its internal resistance \( r \); a capacitor \( C \), and the working load \( R \). The input \( V_{in} \) and output \( V_{out} \) of this filter.

When negligible the internal resistance \( r \) of the coil w.r.t the load resistance \( R \) of use, the input-output relation of the filter is given by the differential equation of second order.

**Figure (3):** low pass filter of 2\(^{nd}\) order
\[ V_{in} = (-1)^k E = V_{out} + RC \frac{dV_{out}}{dt} + LC \frac{d^2V_{out}}{dt^2} \]  

(2)

The transfer function of this filter is:

\[
\frac{V_{out}}{V_{in}} = F(s) = \frac{\omega_n^2}{s^2 + 2\xi \omega_n s + \omega_n^2} = \frac{\omega_n^2}{s - s_1 - s_2}
\]

\[
\frac{1}{s - s_1} - \frac{1}{s - s_2}
\]  

(3)

where

\[ s \]: Is the Laplace variable.

\[ \omega_n, \xi \]: The angular frequency and damping coefficient of the system

\[ \omega_n = \frac{1}{\sqrt{LC}} \]

\[ \xi = \frac{R}{2 \sqrt{LC}} \]

3. Determination of Pulse Durations

3-1 General case

The determination of pulse duration is a fundamental problem in the analysis of on-off non-linear systems. In the general case, obtaining an analytical solution is extremely, even impossible. And only graphical techniques or simulation can help to analyze this type of problems. The determination of analytical expressions of period of self-oscillation in case \( f_0 \neq 0 \) is difficult. Nevertheless, an analytical solution has been found for \( f_0 = 0 \) and is presented in this section.

For \( f_0 = 0 \), the input signal \( V_{in} \) of the second order filter is a square wave defined by

\[ V_{in}(s) = X(s) = \frac{2E}{s} \theta \left( \frac{T_s}{4} \right) \]

(4)

By considering the characteristic equation (3) of the second order filter:

\[ s^2 + 2\xi \omega_n s + \omega_n^2 = 0 \]  

(5)

We can distinguish three cases with respect to the damping factor \( \xi \), according to the two roots, \( s_1 \) and \( s_2 \).

\[ \text{for } \xi > 1 \Rightarrow \text{we get two real roots which are}: \]

\[ s_{1,2} = -\xi \omega_n \pm \omega_n \sqrt{\xi^2 - 1} \]

\[ \text{for } \xi < 1 \Rightarrow \text{we get two imaginary roots which are}: \]

\[ s_{1,2} = -\xi \omega_n \pm j\omega_n \sqrt{\xi^2 - 1} \]

The system can generate oscillations,

\[ \text{For } \xi = 1 \Rightarrow \text{we get a double root:} \]

\[ s_{1,2} = -\omega_n \]

The output of the filter as an open loop

\[ Y(s) = F(s) * X(s) \]  

(6)

This can be rewritten.

\[
Y(s) = \frac{2E \theta \left( \frac{T_s}{4} \right)}{s} \omega_n^2 \left[ \frac{1}{s - s_1} - \frac{1}{s - s_2} \right]
\]

(7)
The switching condition according to the residue
\[ Y(t_s) = 2E \int_0^{t_s} \frac{1}{s} \left( \frac{\omega_n^2}{s_1 - s_2} \right) e^{-st} ds + 2E \int_{t_s}^1 \frac{1}{s} \left( \frac{\omega_n^2}{s_1 - s_2} \right) e^{-st} ds = h \] (8)

It can be written as follows
\[ \frac{1}{s} \left( \frac{\omega_n^2}{s_1 - s_2} \right) \frac{T_s}{4} \left( \frac{1}{s_1} - \frac{1}{s_2} \right) = \frac{h}{2E \omega_n^2} (s_1 - s_2) \] (9)

This expression is the core of our analysis. We notice that the period of auto oscillation \( T \) depends on the parameters of the nonlinear element (\( E, h \)) as well as from the parameters of the second order filter (\( \omega_n, \xi \)).

\[ \frac{h}{2E \omega_n^2} \left( -\xi \omega_n + \omega_n \sqrt{\xi^2 - 1} \right) = \frac{h}{2E \omega_n^2} \left( -\xi \omega_n - \omega_n \sqrt{\xi^2 - 1} \right) \]

We notice that the period of auto oscillation depends from the parameters of the nonlinear element (\( E, h \)) as well as from the parameters of the second order filter (\( \omega_n, \xi \)).

\[ \frac{-\xi \omega_n \sqrt{\xi^2 - 1}}{\omega_n \xi \omega_n + \omega_n \sqrt{\xi^2 - 1}} + \frac{\sqrt{\xi^2 - 1} \sinh(\xi \omega_n \sqrt{\xi^2 - 1})}{\cosh(\xi \omega_n \sqrt{\xi^2 - 1})} = \frac{h}{2E \omega_n^2} \left( 1 + 2 \xi^2 \right) \sqrt{\xi^2 - 1} \] (10)

And the presence of oscillatory functions that complicates the solution of this equation

\( c \) - Third case:
This is a border line case which corresponds to a double root, the expression (9) becomes
\[ \frac{-\omega_n T + 4Sh \omega_n T}{2\omega_n \left( 1 + ch \frac{\omega_n T}{2} \right)} = \frac{h}{E \omega_n^2} \]

(12)

3-2 - Analyze of the auto-oscillation period w.r.t damping factor

a - First case:
In the first case where the two roots are real, the expression (9) becomes

\[ \frac{h}{2E \omega_n^2} \left( -\xi \omega_n + \omega_n \sqrt{\xi^2 - 1} \right) = \frac{h}{2E \omega_n^2} \left( -\xi \omega_n - \omega_n \sqrt{\xi^2 - 1} \right) \]

b - Second case:
In the second case \( \xi \ll 1 \), we imaginary conjugate roots, the expression (9) becomes

4. Simulation Results

4-1 Simulation Scheme

Beside that we have found out the analytical expressions that links the auto-oscillation period w.r.t the damping factor, it remains difficult to found out the roots of such equations (10, 11, and 12). As a consequence, we proceed to determine these roots by simulation and to draw the relationship. We illustrate some cases by simulation with Simulink (Figure 4).

Figure (4): scheme of the 2nd order system with Simulink
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The simulations cases have been performed with the following values: $f_0 = 0\, V$, $\omega_s = 10000\, rd/s$, $h = 0.1\, E = 12$.

Some examples of simulation for different values of $\xi$ are presented below (Fig.5). The period of self-oscillation is measured from the graphical representation of the output as provided by Simulink:

![Fig.5](image-url)
4.2 The variation of \( T \) with respect to \( \xi \).

The variation of pulse durations \( (T) \) with respect to \( \xi \) have obtained through the simulation and the results are presented on Figure (6).

\[ T \times 10^{-4} \text{ (s)} \]

![Graph showing the variation of pulse durations](image)

This curve shows that the variation of \( T = f(\xi) \) increases linearly. We notice a minimal value of \( T \) (\( T = 10 \mu s \)) that corresponds to \( \xi \) approaching unity. For \( \xi \ll 1 \) the system becomes unexplainable. This relationship is the basis for dimensioning and optimizing the PWM choppers under consideration.

5. Conclusion

We have presented detailed study fan on–off feedback system via a second order filter. Such a system is capable of generating a PWM of varying duration and duty cycle and is used for the design and realization of choppers. This system is designed to enable the compensation of both variations stemming from the irradiation and of the load.

This theoretical study essentially aims to determine the relationship between the switching frequency according to system settings and related technological parameters. However, the determination of pulse duration is a fundamental problem in the analysis of on–off non linear systems. In the general case, obtaining an analytical solution is extremely difficult, even impossible. And only graphical techniques or simulation can help to analyze this type of problems. Nevertheless, an analytical solution of \( T = f(\xi) \) is given for \( f(0) = 0 \) involving the parameters of the on-off system and of the second order filter.

Given the complexity of the expressions obtained for self oscillation (\( f(0) = 0 \)), we have used graphical representation of simulation to determine graphically the relationship \( T = f(\xi) \). Moreover, experiments to validate this analysis are under course.
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Abstract
In the present paper, a Monte Carlo calculation model of Al$_x$Ga$_{1-x}$N nanostructure is presented in order to describe the influence of different parameters such as the accelerating energy and primary current of electron beam as well as the influence of aluminum mole fraction. The carrier excess generated during the collision of the incident electron with the atoms of the material (random walk) is calculated as a function of depth. The radiative recombination of electron hole pairs can be collected as a light (CL signal). Numerical results obtained are compared with experimental data.

Keywords: Gallium nitride, Monte Carlo, Cathodoluminescence, nanostructure, quantum well.

1. Introduction
In the last few years the technology of group III nitride epitaxy has shown great progress on modern materials and electronic devices as well as on high electron mobility transistors (HEMTs), Light emitting diodes (LED) and photovoltaic solar cell, etc [1,11]. Cathodoluminescence (CL) has been used with success in studying luminescence properties of semiconductors[6-8]. Cathodoluminescence (CL) simulation was carried out to study the heter structure of GaAs[10]. Light emitted from a specimen in response to electron-beam irradiation. The electrons and the holes recombine radiatively[13]. The Al mole fraction is a critical parameter which determines the emission wavelength in AlGaN light-emitting diodes [11,12].

2. Model
2.1 Electron-Matter Interaction
The electron-matter interaction during SEM analysis may result in a range of effects on incident electrons, which can be divided into two primary types of electron scattering: elastic and inelastic [2]. The e-h pair produced during the random walk process of the incident electrons within the sample. The simulation was performed with the following steps: (1) defining numerous random pathways $s$ of the incident electrons in the sample (2) dividing the sample into several zones; (3) calculation of carrier excess $\Delta n$ (e-h pair) within each zone based on Monte Carlo method (random walk) taking into account the conditions of the incident electron beam (e.g., accelerating voltage $E_0$, primary current $I$). The radiative recombination of carrier excess results cathodoluminescence signal. More detailed calculation procedures and explanations are available in Aouati et al. [9].

2.2 Penetration depth
The penetration depth of an incident electron can be given by:

$$R_e(\mu m) = \left(\frac{0.0276 \cdot A}{\rho \cdot Z^{0.989}}\right) \cdot E_0^{1.75}$$ [3]

$$R_e(\mu m) = \left(\frac{0.0398}{\rho}\right) \cdot E_0^{1.7}$$ [4]

$$R_e(\mu m) = \left(\frac{25.6}{\rho}\right) \cdot \left(\frac{E_0}{30}\right)^{1.7}$$ [5]

Where $\rho$ is the density of material, $Z$ is the atomic number, $A$ is atomic mass and $E_0$ is the accelerating energy.

But in our model, the penetration depth is calculated by a numerical method based on the random walk [9].
2.3 Cathodoluminescence signal ($I_{CL}$)

The cathodoluminescence signal $I_{CL}$ can be calculated by integration of minority carrier excess taking into account the absorption phenomenon:

$$I_{CL} \propto \int_0^\infty \Delta n(z) e^{-\alpha z} dz$$

Where $\Delta n$ is the minority carrier excess (for a p-type semiconductor), $\alpha$ is the absorption coefficient.

In our case, the integral becomes summation because the numerical calculation procedure:

$$I_{CL} = \sum_{i=1}^n \Delta n_i e^{-\alpha z_i}$$

$$= \Delta n_1 e^{-\alpha z_1} + \Delta n_2 e^{-\alpha z_2} + \ldots + \Delta n_n e^{-\alpha z_n}$$

$$= CL_1 + CL_2 + \ldots + CL_n$$

Where $\Delta n_i$ is the minority carrier excess inside the zone $i$ after the random collisions.

Table 1. Some bulk material parameters for GaN and Al$_x$Ga$_{1-x}$N used in our calculation. [14]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GaN</th>
<th>Al$<em>x$Ga$</em>{1-x}$N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal density $(g/cm^3)$</td>
<td>6.15</td>
<td>6.15-2.92x</td>
</tr>
<tr>
<td>Energy band gap $E_g$ (eV)</td>
<td>3.43</td>
<td>$x^2-2.43x+3.43$</td>
</tr>
</tbody>
</table>

3. Results and conclusion

The first main result of this work is

![Fig.1. Penetration depth of electrons in GaN as a function of accelerating energy](image1)

![Fig.2. Monte Carlo simulations of the penetrated electrons paths into GaN](image2)

The maximum electron depth is proportional to the accelerating energy.

The Al composition of Al$_x$Ga$_{1-x}$N layers was estimated by assuming the Vegard’s law. The band gap of ternary compound depends on composition fraction $X$ is given by:

$$E_{g_{AlGaN}}(x) = x^2 - 2.43x + 3.43 \text{ eV (hexagonal)} \ [14].$$
Monte Carlo model to study AlGa\(_x\)N nanostructure under an electron beam... JNTM(2014) L. Leghrib et al.

**Fig. 3.** Penetration depth of electrons in AlGa\(_x\)N for different values of content \(X\)

At the beam energies between 0 and 40 keV, the electrons penetrate into GaN on a depth of about 0-10 \(\mu\)m, but in AlGaN the penetration depth is smaller, that depends on Al mole fractions \(X\) (Fig. 3).

The Cathodoluminescence signal decreases when the aluminum percentage increases, this decreasing may be explicated by the increasing in band gap energy (the possibility of recombination decreasing) (Fig. 4).

**Fig. 4.** Cathodoluminescence signal as a function of accelerating energy for different values of content \(X\)

Figures 5 and 6 show the variation of minority carrier excess as a function of depth. The general form is Gaussian. The quantity of carrier excess depends on aluminium fraction.

**Fig. 5.** Minority carrier excess as a function of depth in AlGa\(_x\)N for different values of content \(X\)

**Fig. 6.** Minority carrier excess as a function of depth in GaN

4. **Conclusions**

The dependence of the cathodoluminescence signals on aluminum mole fraction is calculated and shows the cathodoluminescence signals decreases when the aluminum mole fraction increases.

A process of varying the elemental components of the semiconductor alloy in a controlled way to achieve a desired band gap that can emit a desired wavelength of radiation.

Finlay, the Al mole fraction is a critical parameter which determines the emission wavelength in AlGaN light-emitting diodes.
The band gap energy can be tailored to get desired visible light radiation.
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Abstract

In this work we used spectroscopic ellipsometry to study the optical properties of thin films deposited on silicon substrates. Analysis of the ellipsometric spectra allows determining the thickness of the deposited films and the dispersion of their optical indices. The proposed method is to develop a theoretical model to calculate the ellipsometric angles as a function of the wavelength of the incident light. The theoretical model is based on the theory of propagation of electromagnetic waves in a stratified medium and effective medium approximation of Bruggman. The theoretical ellipsometric spectrum will be adjusted to the measured spectrum to determine the optical characteristics of the deposited films. In the case of silicon oxynitride thin films this analysis allows among others to determine the chemical composition of the deposited film and to detect any index gradient in the layer.

Keywords: thin film, ellipsometry, silicon oxynitride, optical properties.

1. Introduction

Spectroscopic ellipsometry is one of the most accurate and reliable optical techniques to characterize a large variety of materials and thin films on any substrate. Because today’s devices such as solar cells\cite{1, 2}, light emitting devices\cite{3, 4} and thin film transistors\cite{5} are formed by complex multilayers structures, the correct use of ellipsometry requires appropriate models for data analysis. The principle of modeling is to adjust the parameters of a theoretical model to minimize the difference between the measured and calculated spectra. Most of the problems encountered in the analysis of ellipsometric spectra are related to inadequate choice of the model rather than the quality of measurements.

In this work, we proposed a mathematical model based on the theory of propagation of electromagnetic waves in stratified media. The optical indices dispersion is described by the Bruggman approximation of effective media. This model was used to analyze ellipsometric spectra measured on thin films of silicon oxynitrides deposited on silicon substrate.

Oxynitrides are particularly interesting compounds, intermediate between silica and nitride, they encompass mechanical and dielectrical qualities of silica, and present the advantage of serving as a diffusion barrier to impurities, like nitrides. These qualities give them opportunities in the field of microelectronics or to achieve antireflection which improves the performance of solar cells\cite{6-15}.

2. Theoretical model

Ellipsometry is a method of optical analysis based on the change of polarization state of light upon reflection on a flat surface. We send to the sample a polarized light and the change of polarization introduced by the sample is analyzed. These changes can be represented by two Fresnel coefficients $r_s$ and $r_p$ (Eq.1)\cite{16-18}, acting on each of the field components (Fig. 1). The report of these coefficients is defined in Eq.2:
Fig. 1. Schematic view of an ellipsometric measurement, using multilayer optical system.

For S mode:

\[
\begin{bmatrix}
E_x^- \\
E_y^-
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
\frac{1}{N_0 \cos \theta} & -1 \\
1 & \frac{1}{N_0 \cos \theta}
\end{bmatrix} \begin{bmatrix}
\cos \beta_j \\
\sin \beta_j
\end{bmatrix}
\begin{bmatrix}
N_j \cos \theta_j & 1 \\
\cos \theta_j & N_j \sin \beta_j
\end{bmatrix} \begin{bmatrix}
\tilde{N}_s \\
\cos \theta_j
\end{bmatrix}
\]

And for P mode:

\[
\begin{bmatrix}
E_x^+ \\
E_y^+
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
\cos \theta_j \\
\sin \beta_j \\
\cos \theta_j \\
\sin \beta_j
\end{bmatrix} \begin{bmatrix}
\cos \beta_j & i \sin \beta_j \\
-i \sin \beta_j & \cos \beta_j
\end{bmatrix} \begin{bmatrix}
N_j \\
\tilde{N}_s \sin \beta_j \\
\cos \theta_j \\
\sin \beta_j \\
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}
\]

Where

\[\beta_j = \frac{2\pi \tilde{N}_j d_j \cos \theta_j}{\lambda}\]

\(\beta_j\) the phase shift due to the layer is calculated from \(\theta_j\) the incidence angle, \(\tilde{N}_j\) the complex optical index and \(d_j\) the layer thickness.

To model the optical indices of silicon oxynitride we used the effective media approximation of Bruggman (BEMA) (Eq. 4) [20]. In this approximation, the deposited layers are considered as combinations of homogeneous mixtures of silicon nitride SiN. and SiO. silica. The optical indices are then calculated from the volume fractions \(f_{SiO}\) and \(f_{SiN}\) and their optical indices published by Palik in his handbook [21].

\[\sum_{n=1}^{N} f_n (N_n - \varepsilon) = 0 \text{ (Eq. 4)}\]

The proposed model allowed highlighting the effect of the thickness and the chemical composition (volume fractions) of the films on the ellipsometric spectra. The confrontation of calculated spectra to ellipsometric measures taken on real structures allowed the validation of the theoretical model.

3. Results and discussions

The proposed model is used first to describe the optical indices dispersion of SiO:N using the effective media approximation of Bruggman, and then to study the influence of the chemical composition and the film thickness on the ellipsometric angles. Finally the proposed model was validated by the confrontation between calculated and experimental spectra.
3.1. Optical indices calculated

The effective media approximation of Bruggman permits to have a good description of the optical indices dispersion depending from chemical composition of the deposited films. It thus enables to distinguish between the optical behavior of silica-rich and silica-poor films.

![Graph showing refractive index and extinction coefficient vs. wavelength](image)

**Fig. 2.** (a) Calculated refractive index $n$, and (b) extinction coefficient $k$ of SiO$_x$N$_y$ thin films as a function of the volume fraction of SiO$_2$.

In Figure 2 both $n$ and $k$ decrease with increasing the proportion of SiO$_2$, which explain the dependence between the optical indices and the chemical composition of SiO$_x$N$_y$. (b) Shows a strong absorption above 6 eV which corresponds to a direct photo-excitation process and a total transparency in the visible and near infrared ranges.

**Ellipsometric spectra**

Using the proposed theoretical model, ellipsometric spectra were calculated for homogeneous films of oxynitrides containing 20% silica. The thickness varies from 150nm to 350nm. The incidence angle was taken equal to 70° in agreement with experiment.

![Graph showing ellipsometric spectra](image)

**Fig. 3.** Ellipsometric spectra calculated for variable thickness of SiO$_x$N$_y$ containing 20% silica.

In Figure 3 we observe a pseudo-periodic variation in ellipsometric spectra depending on the wavelength. This
variation is due to interferences resulting from reflections at the two interfaces Air / film and film / Substrate. It is noted that when the film thickness increases the number of oscillations increases accordingly.

### 3.2. Analysis of Measured spectra

To validate the model two samples were used, the first sample presents an oxynitride film deposited using variable precursors flow while the second film is deposited at constant flow.

### Table 1; Ellipsometric analysis

<table>
<thead>
<tr>
<th>Sample</th>
<th>Thickness (nm)</th>
<th>fSiO2 (%)</th>
<th>Thickness (nm)</th>
<th>fSiO2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
<td>115</td>
<td>98</td>
<td>3</td>
<td>80</td>
</tr>
<tr>
<td>Layer 2</td>
<td>104</td>
<td>78</td>
<td>138</td>
<td>85</td>
</tr>
<tr>
<td>Layer 3</td>
<td>42</td>
<td>50</td>
<td>164</td>
<td>88</td>
</tr>
</tbody>
</table>

Ellipsometric spectra recorded between 250nm and 825nm for the two samples were compared with those calculated by the proposed model. The adjustment is done using progressively models with an increasing number of strata (monolayer, bilayer and trilayer models).

The trilayer model gives the best agreement between calculation and measurements, for the two samples (Fig. 4). The optical thickness and volume fraction of SiO2 of each sample are reported in Table 1. Both deposited films are silica-rich, and this is probably due to the high reactivity of oxygen.

![Graphs](https://via.placeholder.com/150)

Fig. 4. Experimental and fitted spectra of $\psi$ and $\Delta$ angles, corresponding to two samples of SiO$_x$N$_y$ thin films: (a) 259 nm, (b) 306 nm.

The analysis of measured ellipsometric spectra reported in Table 1 shows that for sample 1 the volume fraction of SiO is gradually decreasing from the air to the substrate which means the deposited film is inhomogeneous in depth. Contrary to this, for sample 2, the volume fraction of SiO is almost constant, which indicates the homogeneity of the deposited thin film. These results are in accordance with the sample conditions of preparation.
The quadratic error $\chi^2$ shown in figure 5 represents the mean deviation between the experimental and that calculated spectra by different proposed optical systems such as monolayer, bilayer and trilayer. We can clearly see that for the sample 1, more the number of layers increases more the error decreases and the adjustment with multilayer system becomes better. Such comportment confirms the results of Table 1 (inhomogeneous deposited film). While for the sample 2, the quadratic error is almost constant indicating that the monolayer modelling system is sufficient. This confirms the results of Table 1 (comparable volume fraction of SiO$_2$ in the depth of deposited film).

4. Conclusion

We have investigated the optical properties of thin films of silicon oxynitride by spectral ellipsometry. The good agreement between calculated and measured spectra indicates that the proposed model correctly simulates such optical systems. It is clear that the results obtained by the multilayer system in the case of inhomogeneous samples indicate that more the proposed system is complex, more the adjustment is successful and this appears directly on the values of the error function, which decreases rapidly. For homogeneous film, a monolayer model is sufficient to analyze the ellipsometric spectra. Ellipsometric analysis shows that both deposited films are silica-rich probably because of the high reactivity of oxygen with silicon.

References

Theoretical approach by the ADF-Band of electronic properties in oxides. Part I: ZnO

Fahima Boudjada, Hocine Chorfi and Abdelghani Djebli

Laboratoire de Cristallographie, Département de Physique, Faculté des Sciences Exactes, Université Constantine 1, Route Ain El Bey 25000, Constantine – ALGERIE-

Received: 30 April 2014, accepted 26 May 2014

Abstract:
The ADF-Band (Amsterdam Density Functional), based on the Density Functional Theory (DFT), which is one of the most common methods used in ab-initio calculations in periodic systems such as polymers, thin films and crystals. Modeling of crystalline oxides state, at the nanoscale, through optimization of the crystalline structure. Computational calculation by the ADF-Band provides the opportunity to confirm the crystal structure and determine their electronic properties such as: the Energy gap (Eg), the Fermi level (E), the structure of the bands in the first Brillouin zone, the character and the nature of (B.O), (B.V) bands and the charge transfer in the oxides.

Keywords: ADF-Band, Energy gap, Fermi level, optimization, electronic bands, charge transfer.

1. Introduction

Among the oxides, ZnO has gained substantial interest in the research community. It is a II-VI binary compound semiconductor, n-type and crystallize in either cubic zinc blende or hexagonal wurtzite structure where each anion is surrounded by four cations at the corners of tetrahedron. A tetrahedral coordination is typical of sp² covalent bonding. The iconicity of ZnO resides at the borderline between covalent and ionic semiconductor. ZnO is economical and has technical applications such as Photo-catalytic, the sensitive thin layer gas, varistors, LED diodes, spintronics components, nanolasers,....[1].

In our work, the ZnO crystal, with wurtzite hexagonal structure [2], was modeled by using the ADF-Band program[3-4,5-6]. We have employed the density-functional theory (DFT) using two different approximations, namely, the local-density approximation (LDA) and the generalized gradient approximation (GGA), in the exchange-correlation function to calculate the total energy and electronic structure of ZnO. Computational calculations allowed to:

(i) Optimize the geometry of the structure.
(ii) Represent the electronic bands, the first Brillouin zone, the nature and character of the bands.
(iii) Plot the density of electronic states (DOS) with the Fermi level energy and Gap band.
(iv) View the charge transfer, which reveals partial character in the oxide.

2. Computational details

2.1 Optimization of ZnOcrystalline Structure

a) Creation of a unitcell; the structure selected has a hexagonal wurtzite unit cell with two lattice parameters a=3.24 Å and c=5.21 Å, in the ratio of c/a=√(8/3)=1.63, and belongs to the space group of P6mc. The value of the parameter u (defined as the length of the bond parallel to the c axis in units of c) is 0.375 in an ideal wurtzite structure and deviation from that is probably due to lattice stability and iconicity such as zinc antisites and oxygen vacancies[7].

b) Geometrical optimization: after optimization, we obtain the energy formation as a function of the number of unit cell. A new values of unit cell parameters are calculated at the equilibrium cohesive energy.

2.2 Electronic bands structure

a) Bands diagram: the diagram is constituted by the plot of E (k) where the wave vector (k) takes its values on the first Brillouin zone (Fig.1).

Fig.1: Path visualization of the first Brillouin Zone with k-points numbers of wurtzite structure.
b)-Bands nature: Fermi level is represented by a red line. The bands below $E_f$ form the valence band (B.V) and those above it form the conduction band (B.C).

c)-Bands character: With the function 'Double Isosurface (+, -)' we select the lowest and the highest energy band (occupied state) and the lowest energy band (unoccupied /virtual state).

2-3- Electronic density of state

a)- With 'DOS' function, we obtain the plot of the density of states in terms of energy.

b)- To view the contribution to the bands, we use 'addgraph' subfunction and select Oxygen or Zinc atom.

2-4-Charges transfer

The charges transfer is determined by the 'density deformation' function and represented by 'cuts plane (+/-)' subfunction.

3. Results and Discussions

3-1) By using a convergence criterion equal to 0.001 (example) for one unit cell and ten unit cell, we obtain the plot of energy formation. The optimized energy appears as -0.5747 a.u and -0.5787 a.u as it is shown in the figure 1 and figure 2 respectively.

Fig.2: Energy of formation for one unit cell.

Fig.3: Energy of formation for a fragment (ten unit cells).

3-2) The bands whose energies are between the values $E_{\pm} \leq 0.75$ a.u are represented with a number of energy values equal to 300.

The diagram band (Fig. 4) shows that:

- ZnO material is n-type semiconductor, anisotropic and with a direct gap.

- The valence band is constituted by nine bands (which come from the occupied orbital) double degenerate at unique k-point 1 ($\Gamma/k=0,0,0$).

- The conduction band is constituted by five bands, which come from the unoccupied / virtual orbitals.

Fig.4: Diagram band of zinc oxide (ZnO).

- To visualize the character of the valence band, we select the lowest band of occupied state k=(0,0,0) (Fig. 5) and highest band of occupied state k=(0,0,0) (Fig. 6). For the conduction band, we select only the lowest band of unoccupied/virtual state k=(0,0,0) (Fig. 7).
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3-3) From the band gap information (fig.4):

The standard LDA(VWN) and GGA(BLYP-D) calculations underestimate the ZnO band gap to be as low as $E_{\text{V/V}} \sim 1.304\text{eV}$ and $E_{\text{C/C}} \sim 1.550\text{eV}$, as opposed to $E_{\text{C/C}} \sim 3.37\text{eV}$. This is due to the fact that the d-electrons are in the valence band are properly taken into account and is in good agreement with the literature [7].

The plot of the density of states in terms of energy is shown by Fig.8.

3-4) The Fig(III-1) - Charge transfer in ZnO (Fig.10) shows that a charge is added (blue color) near the Oxygen and removed (red color) from the Zinc atom.
Theoretical approach by the ADF-Band of electronic properties in oxides...  [INTM(2014)]  F. Boudjada et al.

The amount of charge is only about 0.33. This is of course due to the fact that the 2p-Oxygen orbital overlaps quite significantly with the Zinc region (Fig.11).

4. Conclusion:

In addition to the agreement between the experimental values and geometric confirmation [9-10], the underestimation of the ZnO band gap with standard LDA and GGA methods indicate that the function used is not suitable. However, they tell us about the character and nature of the valence band (B.V) and the conduction band (B.C) and the charge transfers. In the case of ZnO, the valence band (B.V) come from 2p-orbital of Oxygen atoms and the conduction band (B.C) from 4s-orbital of Zinc atoms. The charge transfer is only partial. The ADF Band offers also the possibility of doping, by insertion or substitution, with various proportions using the procedure of fragmentation.

Acknowledgment

This work was accomplished in the ‘Laboratoire de cristallographie - Université Constantine1’-Algeria and supported by the ‘CNEPRU’.

References

Modeling of surface tempering by a pulsed laser beam: Study of the material type’s influence

Nadir Boutalbi¹, Mohamed Najib Boutaziz² and Hamza Ali Agha¹,²

¹Department of Mechanics Engineering, University of Abderrahman MIHA BEJAIA
boutilbinadir@yahoo.fr
²Laboratory of Biomaterials and Transport Phenomena, U.Y.F. Medea, BP 164, 26000, Medea
Received: 26 April 2014, accepted 19 June 2014

Abstract
In recent years, laser technology has become one of the bases of modern technology thanks to its importance and its effectiveness to achieve what other classical energy sources are unable to do, especially in the process of surface tempering of materials. During the current industrial competitiveness, it is too hard to realize products that would stay intact, resistant to corrosion, and preserve by time their mechanical, electrical, optical or thermal properties. Laser surface tempering of materials can be introduced more quickly, in the sense of reaching high accuracy, requires a control of processes. The latter has not provided experimentally a proper solution, which encouraged researchers to develop several mathematical models. Moreover, mathematical modeling reduces the experimental cost and predicts the best parametric data and their influence on the optimization of the processing operation.

In this work, we suggest a semi-analytic solution for the equation of heat conduction resulting from laser surface tempering of semi-infinite material, in 1D, with a convective boundary condition and receiving a pulsed laser beam on its lateral face. A Semi-analytical approach, based on GAVER-STEHFEST algorithm for the inversion of the solution in real domain is adopted. And the effect of the material’s types on the temperature is obtained and discussed.

Keywords: Surface tempering, pulsed laser beam, modeling;

1. Introduction
With the ever more precise answers they provide to increasingly diverse and demanding industrial situations, the laser surface tempering has become essential due to its extreme power and energetic localization. It allows obtaining more preferment structures that are difficult or impossible to obtain by classical energetic sources, and helps most of the time solving problems related to the optimization of surface properties[1-2]. Surface Tempering by laser can be more quickly introduced in a sense to reach an enhanced precision using a command control of the process. However, the control of the spatial and temporal evolution of temperature in the material is essential during the operation. [3]

In the field of metallurgy, particularly in surface tempering of metals by the laser technique, the problem of the process control has not yet found an adequate solution through experimental measures which encouraged researchers to develop several analytical, numerical and mathematical models[3-9], based on simplified and realistic hypothesis in accordance with a description of the probable induced effects and phenomena which govern heat treatment. Mathematical modeling reduces the experimental cost and enhances the understanding of the implied physical processes. [4]

The main problem mentioned by several authors, concerns the adoption of the boundary conditions while using the time-dependent laser source which explains the limited works in this sense. The experience shows that the use of periodic laser pulses allows getting several forms resulting from the evolution of the transitory temperature’s profile that develops inside the material during the treatment. This makes it possible to modify the action’s period of the thermal process, this is on one hand. On the other hand, the reached temperature is higher than the temperature of structural transformation related to the processed material’s type, without reaching very high surface temperatures and with a better use of energy. [10]

The temperature profile of surface hardening for material considered as semi-infinite medium, with a convective boundary condition and receiving a laser source of periodic pulses on its lateral face cannot be simulated directly by the analytical formulations. Among the mathematical models which have received particular attention are those of Zubair and Chaudhry [6], are reported and discussed in this paper. It is on the basis of this development that a semi-analytical model is developed. And the effect of
2. Mathematical analysis

Surface tempering consists of heating locally and rapidly the material to a temperature superior to the critical temperature of the structural change, slightly lower than its melting point. The cooling of the treated zone is done by quenching towards the core of the piece.

The phenomena of this process for a semi-infinite, homogeneous and isotopic body receiving on its lateral facing a laser beam depending on time is given by the following differential equation:

\[
\rho C_p \frac{\partial T}{\partial t} = k \frac{\partial^2 T}{\partial x^2} + I_0(t)(1-R)\mu \exp(-\mu x)f(t)
\]

The initial and boundary conditions are modeled as follows:

\[
\begin{align*}
T(x,0) &= T_0 \\
-k \frac{\partial T(x,t)}{\partial x} \bigg|_{x=0} &= h[T_\infty - T(0,t)] \\
\frac{\partial T(x,t)}{\partial x} &= 0
\end{align*}
\]

**The analytical solution proposed by Zubair-Chaudhry**

The solution for equation (1) of the heating phase in the Laplace domain is obtained by the Laplace transform then by analytical inverse transform, the solution in the real field is given by the following compact solution:

\[
\theta(x,t) = (T_\infty - T_0) \left\{ \text{erfc} \left( \frac{x}{2\sqrt{\alpha t}} \right) - E \left( \frac{hx}{k}, \frac{at}{k^2} \right) \right\} - \frac{\mu(1-R)}{\rho C_p} \left\{ \frac{\mu}{h} \times \left[ \text{erfc} \left( \frac{x}{2\sqrt{\alpha t}} \right) \right] \right\}
\]

3. Critic:

The analytical solutions obtained by Zubair and Chaudhry are limited to simple variable laser sources, "details are shown in [6]", because of the inability to perform a simplification of the compact solution due to the convolution product(*).

Concerning periodic pulses of laser signals, which are recognized in the field of material processing, having a complicated mathematical formulation in the real field, such as laser beam of triangular pulses, Table1, this complexity is due to the summation

term that represents the repetition of pulses. Discontinuity makes it impossible to record real-time determination of the reached temperature during the treatment operation.

Table 1: Representation of the laser periodic signal, type triangular

<table>
<thead>
<tr>
<th>Graphics representation</th>
<th>Governance equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Image of triangular signal]</td>
<td>$I_0(t) = \sum_{n=0}^{\infty} I_0 \frac{t}{\alpha} (-1)^n [u(t-na) - u(t-(n+1)a)]$</td>
</tr>
</tbody>
</table>

4. Validation of the model

Extension of the procedure:
In this work, we solve the problem with a semi-analytical approach. The basis of our approach is based on the Laplace transform; the compact solution in this field is given by Zubair-Chaudhry. To avoid the problem discussed due to the analytical inversion, we can use numerical methods; the most practical one for the inversion is that of GAVER-STEHFEST [11] it is used to solve equation (3) for a triangular laser signal type in real time, following a FORTRAN program. The results are collected for four types of materials Table 2, aiming at studying their influence on the temperature’s profile.

Table 2: Thermo-physical properties of materials used in the simulation

<table>
<thead>
<tr>
<th>Material</th>
<th>$C_p$ [J/KgK]</th>
<th>$k$ [W/mK]</th>
<th>$\rho$ [Kg/m$^3$]</th>
<th>$\alpha$ [$m^2/s$]</th>
<th>$\mu$ [$1/m$]</th>
<th>Melting point [$^0K$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel</td>
<td>460</td>
<td>80.3</td>
<td>7880</td>
<td>22.13</td>
<td>6.16</td>
<td>1800</td>
</tr>
<tr>
<td>Nickel</td>
<td>447</td>
<td>90.3</td>
<td>8900</td>
<td>22.696</td>
<td>6.75</td>
<td>1726</td>
</tr>
<tr>
<td>Copper</td>
<td>383</td>
<td>386</td>
<td>8954</td>
<td>112,5576</td>
<td>6.7</td>
<td>1356.6</td>
</tr>
<tr>
<td>Chrome</td>
<td>430</td>
<td>94</td>
<td>7190</td>
<td>29.0527</td>
<td>6.7</td>
<td>2130</td>
</tr>
</tbody>
</table>

Heating phase

Validation of the proposed semi-analytical solution with the analytical solution of Zubair-Chaudhry [6] for the laser source type exponential $I_0(t) = I_0 \exp(\lambda^2 t)$
5. Results and discussion:

Fig 3: Cycles of tempering surface of different materials

Fig 4: Temperature profile evolution in the heating phase for different materials

Fig 5: Evolution of temperature in depths for different materials in heating phase at t=0.4s

Fig 3 shows that the evolution of temperature profiles differ from one material to another, however, all these materials are kept in the same processing conditions, a simple comparison (Fig. 4) reveals that the material with the lowest coefficient of absorption and thermal diffusivity (Table 2) shows the most advanced profile of surface temperature in the following order, Steel, Chrome, Nickel and finally Copper. On the other side, Fig 5 shows that temperature gradient for the different materials becomes increasingly important in the sense of the decrease in thermal conductivity (Table 2), while the effect of temperature penetration into the different materials becomes also important in the following order, copper, chrome, nickel and finally steel, in the sense of the increase in thermal conductivity. So for these reasons, it is preferable to use the powerful lasers in the surface tempering of materials which have an important thermal conductivity in order to avoid material hardening in volume.

6. Conclusion:

The surface tempering process of a semi-infinite body in 1D, with a convective boundary condition, receiving a periodical laser source pulses on its lateral surface cannot be simulated directly by nalytical formulations.

A semi-analytical approach based on GAVER-STEHFEST algorithm for the inversion of the solution in the real field is adopted. The effect of the material’s types on the temperature profile during the heating phase is also noted and discussed for four different kinds of materials.

Nomenclature

- $\tau$: Time interaction laser-material in the heating phase
- $\lambda^2$: Parameter of the laser pulse
- $R$: Coefficient of Reflectivity
- $T_i$: Initial temperature of material
- $T_e$: Environment temperature
- $P_e$: Power of the laser source
- $E\left(\frac{hx}{k} \frac{at}{x^2}\right)$, a known complex function

Bibliographical References

Phosphorus profile optimization for conventional crystalline silicon solar cells emitters

H. Ghembaza, A. Zerga and R. Saïm

Research Unit in Materials and Renewable Energy (URMER), Tlemcen University, Po Box 119 Tlemcen, 13000 Algeria

Laboratoire Energétique et Thermique Appliquée (ETAP), Tlemcen University, Po Box 119 Tlemcen, 13000 Algeria

Received: 11 February 2014, accepted 15 June 2014

Abstract

The basic mechanisms of dopants diffusion in silicon are translated from Fick’s laws. Their resolutions led us to determine the distribution of impurities versus time. This distribution is described mathematically by a Complementary Error Function in a first step and a Gaussian redistribution in a second time. The best approach is designed using a numerical analysis and simulation. To do this, we are interested in simulating the phosphorus diffusion by the Silvaco® Simulation Code. The first results obtained led us to initiate a reflection on the influence of diffusion parameters on the electrical characteristics of solar cells. Thus, various simulations were conducted to show the influence of temperature and diffusion time on the shape of diffusion profiles, and this while maintaining a surface concentration of phosphorus in constant close to the solubility limit of this dopant in silicon. Controlling the formation of emitters by the variation of the diffusion parameters is therefore an effective way to improve the quality of emitters and an opportunity to increase the performance of mc-Si conventional solar cells by about 2.5% absolute.

Keywords: Solar Cell, Crystalline Silicon, Diffusion, Emitter, Passivation

PACS: 1

1. Introduction

The emitters of the industrial silicon solar cells formed by POCl₃ diffusion is well known and largely used in the photovoltaic industry. During the diffusion, the phosphorus oxychloride (POCl₃) reacts with oxygen to form the Phosphorus Silicate Glass (P₂O₅) which is deposited on the silicon surface and releases the phosphorus which can then diffuse far in the silicon to form the p-n junction. This diffusion can be obtained in a conventional furnace under atmospheric pressure, but this technique present the difficulty to ensure the homogeneity of the formed emitter. However, another diffusion technique allows phosphorus doping under low pressure starting from a liquid source; the POCl₃. This allows an increase in the kinetic of gases which offer a better uniformity on the solar cells and a good reproducibility.

Several types of emitters can be obtained with the variation of the diffusion parameters, namely: temperature, time, pressure, surface concentration as well as, the addition of a possible pre-oxidation step. This latter is enough method for the control of the presence of the electrically active phosphorus. In our study we are interested to the low sheet resistance emitter which is necessary for a good ohmic contact by screen-printed method. The numerical simulation code (Silvaco®) is used in order to show the effects of the phosphorus diffusion parameters on the performances of the crystalline silicon.

2. Modeling

To model the phosphorus diffusion profile in crystalline silicon, we have based on the PLS model included in Silvaco Athena® Code for an emitter with initial boron doping of 10⁷ cm⁻³ under a furnace pressure of 0.2 bars.

The diffusion of phosphorus in silicon is based on the Fick’s laws, which stipulates that the diffusion
profile follows initially a Complementary Error Function and a Gaussian function in a second stage. However, an experimental phosphorous diffusion profile was used to validate our numerical simulation results. This experimental profile was obtained with phosphorus diffusion in crystalline silicon at 827°C during 30 minutes. The sheet resistance of emitter was about 40Ω/sq. The phosphorous profile was determinate by the Secondary Ion Mass Spectroscopy (SIMS).

By using the Silvaco simulation code we can adjust the adequate profile to model the SIMS experimental profile (figure 2).

In other hand, we varied the diffusion parameters for a thorough study of the diffusion profiles:

2.1. Influence of temperature

The figure below show the variation of phosphorous profile with different diffusion temperature. As the temperature increases, doping increases, and the formed junctions are deeper. This behavior is explained by the variation of the coefficient diffusion and the limit of solubility with the temperature. In addition, we observe a reduction in the sheet resistance of the emitter when the temperature increases, as well as a lengthening of the formed junction. We present the following profiles for a 45 min diffusion times.

![Figure 3 Variation of phosphorus diffusion profile versus temperature](image)

The temperature is the key parameter for the phosphorus diffusion in silicon, a range of 800 to 850°C is allowed for acceptable sheet resistances in photovoltaic industry.

2.2. Influence of diffusion time

Solving Fick’s equations, leads us to two cases for doping distribution: pre-deposition and the drive-in steps. One could however, easily to note that the influence of the diffusion time is more important for a fixed pre-deposition time and a variable drive-in time, since the quantity of phosphorus deposited at the pre-deposition time is the infinite source of the doping agents for the redistribution.

A longer drive-in time allows a lengthening of the concentration profile which brings amount of phosphorus introduced into silicon. The following figure illustrate an increase in the junction depth, and a decrease in the sheet resistance, at 800°C:

2.3. Influence of surface concentration

When the flow of POCl₃ is higher, doping increases consequently, since when the doping concentrations is lower, the quantity of phosphorus is insufficient to obtain uniform phosphorus glass. When the surface concentration increases, a strong non-linearity are observed on the profiles.
3. Results and discussion

3.1. Optimization of the emitter formation - evaluation of the dead layer

At high phosphorus concentrations, the emitter has an increased sensitivity to recombination. This is manifested by the creation of a zone called the “dead layer” which characterizes the presence electrically inactive phosphorus, due to the formation of precipitates.

The optimization of the emitter formation leads to the minimization of the formed dead zone. This area can be evaluated directly from the diffusion profile of phosphorus (SIMS profile) and the intersection with solid solubility and the charges concentration.

3.2. Effect of the diffusion parameters on the electric characteristics of the solar cell

Several studies have shown the effect of doping on the sheet resistance of the emitter, which will influence the parameters of the solar cell in the industrial processes.

We varied the concentrations of phosphorus and we obtained the following values for the emitter’s sheet resistances:

<table>
<thead>
<tr>
<th>Surface concentration (cm$^2$)</th>
<th>Sheet resistance (ohm/sq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5\times10^{19}$</td>
<td>139.48</td>
</tr>
<tr>
<td>$6\times10^{19}$</td>
<td>138.63</td>
</tr>
<tr>
<td>$7\times10^{19}$</td>
<td>133.36</td>
</tr>
<tr>
<td>$8\times10^{19}$</td>
<td>136.06</td>
</tr>
<tr>
<td>$9\times10^{19}$</td>
<td>135.97</td>
</tr>
<tr>
<td>$10^{20}$</td>
<td>147.64</td>
</tr>
</tbody>
</table>

We studied the influence of the variation of the diffusion parameters of the emitter on the solar cells characteristics. In the following table, we combine our results:

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Conventional solar cell</th>
<th>Simulated solar cell</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{sc}$</td>
<td>4.9</td>
<td>6.5</td>
<td>A</td>
</tr>
<tr>
<td>$V_{oc}$</td>
<td>0.6</td>
<td>0.6</td>
<td>V</td>
</tr>
<tr>
<td>$V_{max}$</td>
<td>0.5</td>
<td>0.5</td>
<td>V</td>
</tr>
<tr>
<td>$I_{max}$</td>
<td>4.7</td>
<td>6.1</td>
<td>A</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>2.7</td>
<td>3.8</td>
<td>W</td>
</tr>
<tr>
<td>FF</td>
<td>82.9</td>
<td>82.1</td>
<td>%</td>
</tr>
<tr>
<td>$\eta$</td>
<td>13.6</td>
<td>15.73</td>
<td>%</td>
</tr>
</tbody>
</table>

When the new distribution of phosphorus is taken into account, we note a change of each electric performance (short-circuit current $I_{sc}$, tension in open circuit $V_{oc}$, fill factor $FF$ and efficiency $\eta$).

Indeed, control of phosphorus diffusion by the variation of the diffusion parameters proved to be effective means to improve the emitter quality, since a variation of about 2.5% absolute in solar cell efficiency was observed.

4. Conclusion

In the case of conventional solar cells a high doping concentration of emitter ensure a better metallization by screen printing, but the front surface passivation is limited and it cause more losses by Auger recombination. Beyond these recombination, the
characteristic of the profile obtained with a high phosphorus concentration, is that when the surface concentration exceeds the limit solubility, the atoms of phosphorus in excess are incorporated in the form of precipitates. In this zone, the life time is significantly reduced, so the area containing the precipitates is often called dead layer, this translates into a low spectral response of the solar cells.

The collection of charges is reduced and the saturation current of the emitter is achieved by these recombination. These two factors, influence respectively on the short circuit current and open circuit voltage. The reduction in the emitter doping thus seems a solution to limit the losses by recombination. However, a weak doping involves an increase in the resistive losses. The doping of the emitter has opposite effects on the characteristic of the solar cell. His profile should be optimized to reduce the series resistance while minimizing recombination.

In this work we have presented an optimization of the diffusion process by an innovating technique at low pressure furnace in order to control the emitter formation of solar cells while ensuring a good passivation and a better electrical collection.

Our result proves that we can target certain electrical properties only by the manipulation and optimization of POCl₃ doping profile. It is shown that an efficiency increase of about 2% absolute can be obtained with these manipulations.
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Abstract

Essential oil components of the leaves of *Thymus numidicus* growing in Mila have been studied by gas chromatography mass spectrometry GC/MS to afford 60 Sixty compounds representing 94.0 % of the total oil and mainly represented by oxygenated monoterpenes. The main constituents of the essential oil from the leaves were thymol (41.2 %), β-cymene (12.9%), chlorocresol (11.2%), β-linalool (10.7%) and methyl thymol ether (3.3%). The antioxidant activity was evaluated by spectroscopic method, used for that free radical compound (DPPH) and in comparison with vitamin C as a standard. The essential oil showed a moderate activity against free radical compound (DPPH) 17.4 % at 1M.

1. Introduction

The genus *Thymus* L., belonging to the Lamiaceae family represented by around 350 species of perennial, aromatic herbs and subshrubs predominantly found in Mediterranean region, Asia, Southern Europe and North Africa [1], and comprised in Algeria over 12 species [2]. *Thymus* species are considered as medicinal plants due to their pharmacological and biological properties. In native medicine, flowering parts and leaves of *Thymus* species have been extensively used as herbal tea, tonic, carminative, antitussive and antiseptic, as well as for treating colds [1,3,4,5]. Recent studies have shown that, thyme have strong antibacterial, antifungal, antiviral, antiparasitic [6,7,8,9], sedative, antispasmodic [10,11], antioxidant [8,12,13] and antiaflatoxinogenic [14] activities.

*Thymus* species as well as many other aromatic plants biosynthesize variable amounts of volatile compounds known as essential oil; therefore, chemical classification of *Thymus* species was based on the main essential oil components and their chemical polymorphism, moreover, numerous chemotypes have been defined, such as carvacrol and thymol, γ-terpineol, thujone, geraniol, linalool and others [15]. Hence the main objectives of this study were:

(i) determine the chemical composition of hydrodistilled oils of the leaves of *Thymus numidicus* Poiret. (End. W. Alg. Tun.) growing in Mila - Algeria by gas chromatography/mass spectrometry (GC/MS).

(ii) Evaluate the antioxidant capacity of the plant essential oils.
2. Material and Methods

2.1 Plant material

The Leaves of *Thymus numidicus* Poiret, were collected at the end of April 2012 (flowering stage) from Grarem wilaya Mila (North Eastern Algeria). The plant was identified by Pr. Zellagui Amar, Oum El Bouaghi University. A voucher specimen was deposited at Laboratory of Biomolecules and Plant Breeding, Life Science and Nature Department under the code number ZA 140.

2.2 Extraction

Essential oils were obtained by hydrodistillation of 100 g of dried leaves using a Clevenger-type apparatus for 3 h. The oil was stored in sealed vials protected from the light at +4°C before analyses. The oil sample was subsequently analyzed by GC-MS.

2.3 Gas chromatography/mass spectrometry (GC/MS)

Analyses were performed with a Varian CP-3800 gas chromatograph equipped with a DB-5 capillary column (30m × 0.25 mm; coating thickness 0.25 μm) and a Varian Saturn 2000 ion trap mass detector. Analytical conditions: injector and transfer line temperatures 220 and 240°C, respectively; oven temperature programmed from 60°C to 240°C at 3°C/min; carrier gas helium at 1 mL/min; injection 0.2 μL (10% n-hexane solution); split ratio 1:30. Identification of the constituents was based on comparison of the retention times with those of authentic samples, comparing their linear retention indices relative to the series of n-hydrocarbons, and by computer matching against commercial (NIST 98 and ADAMS) and homemade library mass spectra built up from pure substances and components of known oils and MS literature data [16].

2.4 Antioxidant activity

The capacity of essential oil extracted from *Thymus numidicus* Poiret, leaves to reduce the radical 2,2-diphenyl-1-picrylhydrazyl (DPPH) was assessed using the method of Masuda et al. [17] modified in the laboratory. 15 μl of the essential oil at different concentrations was added to 1500 μl of a DPPH ethanolic solution. The mixture was shaken vigorously and left standing at room temperature for 05 min in the dark. The absorbance of the resulting solution was then measured at 517 nm. The normal purple color of DPPH will turn into yellow when its singlet electron is paired with a hydrogen atom coming from a potential antioxidant. The scavenging activity of essential oil was evaluated according to the formula:

\[
\text{DPPH scavenging effect (\%)} = \left(\frac{A_0 - A_1}{A_0}\right) \times 100
\]

Where: \(A_0\) is the absorbance of the control at 05 min, and \(A_1\) is the absorbance of the sample at different times. All samples were analyzed in three replications.

3. Results and Discussion

The composition and percentage of the compounds are summarized in Table 1. They are listed by order of their retention times. The oil yield was 0.8 % (w/w) based on the dried weight which means that the organs are a potential oil source. Sixty compounds were identified in the essential oil, representing 94.0% of the total oil. The essential oils were dominated by a large amount of oxygenated monoterpenes (12.4%), monoterpenes hydrocarbons (2.6%) and sesquiterpenes hydrocarbons (2.3%), while the oxygenated sesquiterpenes (0.9%) contents were very low.

The main constituents of the essential oil were found to be, thymol (41.2%), β-cymene (12.9%), chlorocresol (11.2%), β-linalool (10.7%) and methyl thymol ether (3.3%) and carvacrol (2.8%) and some other compounds were only present in minor amounts. In total, essential oil composition of *Thymus numidicus* Poiret. was...
considered as a rich source of oxygenated Monoterpenes.

The predominance of phenolic compounds is in agreement with previous results reported from *Thymus numidicus* Poiret. essential oil from Constantine (North-Eastern of Algeria) [18] which was mainly represented with thymol (68.2%), carvacrol (16.9%) and linalool (11.5%). Whereas, *T. numidicus* (poiret) essential oil from Tizi Ouzou (North of Algeria) [19] was mainly represented with thymol (51.0%) followed by carvacrol (9.4%), linalool (3.3%), thymol-methyl-ether (3.2%) and iso-caryophyllene (2.7%); in the same of *Thymus numidicus* Poiret. essential oil from Berrahal (area located 500 km East of Algiers) during the flowering stage, which was characterized by thymol (66.31%) as the major component, followed by linalool (8.61%), *P-cymene* (6.20%), γ-terpinene (6.12%) and carvacrol (4.31%) and *Thymus numidicus* Poiret. from Souk aharas (East of Algeria) that the major components were thymol (57.20%), linalool (9.26%), γ-terpinene (9.19%) and *p-cymene* (7.55%) [20].

**Table 1. Composition of the leaves essential oil of Thymus numidicus** Poiret. growing in Mila

<table>
<thead>
<tr>
<th>Pic</th>
<th>Chemical constituents</th>
<th>T&lt;sub&gt;r&lt;/sub&gt;</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>α-Thujene</td>
<td>4.535</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>Cyclofenchene</td>
<td>4.688</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>α-Pheellandrene</td>
<td>4.935</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>α-Pinene</td>
<td>5.078</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>Pentyl vinyl ketone</td>
<td>5.928</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>β-Myrcene</td>
<td>6.452</td>
<td>0.6</td>
</tr>
<tr>
<td>7</td>
<td>β-Pinene</td>
<td>6.760</td>
<td>0.4</td>
</tr>
<tr>
<td>8</td>
<td>1,3-Cyclohexadiene, 1-methyl-4-(1-methylthyl)-</td>
<td>7.219</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>β-Cymene</td>
<td>7.334</td>
<td>12.9</td>
</tr>
<tr>
<td>10</td>
<td>D-Limonene</td>
<td>7.917</td>
<td>0.2</td>
</tr>
<tr>
<td>11</td>
<td>c-Terpinen</td>
<td>8.781</td>
<td>0.2</td>
</tr>
<tr>
<td>12</td>
<td>Bicyclo[3.1.0]hexan-2-ol, 2-methyl-5-(1-methylethyl)-,</td>
<td>8.958</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>(1.alpha.,2.alpha.,5.alpha.,)-</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Octanol</td>
<td>9.433</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>Octyl formate</td>
<td>9.604</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>1-Nonen-3-ol</td>
<td>9.715</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>5-Isopropyl-2-methylbicyclo[3.1.0]hexan-2-ol</td>
<td>10.187</td>
<td>0.1</td>
</tr>
<tr>
<td>17</td>
<td>β-Linalool</td>
<td>10.440</td>
<td>10.7</td>
</tr>
<tr>
<td>18</td>
<td>α-Campholenal</td>
<td>10.953</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>cis-Verbenol</td>
<td>12.063</td>
<td>0.1</td>
</tr>
<tr>
<td>20</td>
<td>Bornecol</td>
<td>12.827</td>
<td>0.1</td>
</tr>
<tr>
<td>21</td>
<td>α-Terpineol</td>
<td>13.407</td>
<td>0.6</td>
</tr>
<tr>
<td>22</td>
<td>Thymol methyl ether</td>
<td>16.069</td>
<td>3.3</td>
</tr>
<tr>
<td>23</td>
<td>(1R,2R,3S,5R)-(−)-2,3-Pinanediol</td>
<td>16.636</td>
<td>0.2</td>
</tr>
<tr>
<td>24</td>
<td>(+)-3-Carene, 2-(acetylmethyl)-</td>
<td>17.662</td>
<td>0.1</td>
</tr>
<tr>
<td>25</td>
<td>2-Chloroocotane</td>
<td>18.276</td>
<td>0.1</td>
</tr>
<tr>
<td>26</td>
<td>Thymol</td>
<td>18.968</td>
<td>41.2</td>
</tr>
<tr>
<td>27</td>
<td>Carvacrol</td>
<td>19.201</td>
<td>2.8</td>
</tr>
<tr>
<td>28</td>
<td>Chlorocresol</td>
<td>20.278</td>
<td>11.2</td>
</tr>
<tr>
<td>29</td>
<td>cis-Verbenol</td>
<td>21.834</td>
<td>0.1</td>
</tr>
<tr>
<td>30</td>
<td>Copaene</td>
<td>22.589</td>
<td>0.1</td>
</tr>
<tr>
<td>31</td>
<td>β-Bourbonene</td>
<td>22.850</td>
<td>0.1</td>
</tr>
<tr>
<td>32</td>
<td>β-Caryophyllene</td>
<td>24.201</td>
<td>0.9</td>
</tr>
<tr>
<td>33</td>
<td>Germacrene D</td>
<td>24.661</td>
<td>0.1</td>
</tr>
<tr>
<td>34</td>
<td>β-cis-Ocimene</td>
<td>25.538</td>
<td>0.1</td>
</tr>
<tr>
<td>35</td>
<td>β-Farnesene</td>
<td>26.216</td>
<td>0.1</td>
</tr>
<tr>
<td>36</td>
<td>α-Amorphene</td>
<td>26.635</td>
<td>0.2</td>
</tr>
</tbody>
</table>
Table 2. Classification of the constituents of the Thymus numidicus Poiret.

<table>
<thead>
<tr>
<th>Component</th>
<th>Peak area, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygenated monoterpenes</td>
<td>12.4</td>
</tr>
<tr>
<td>Monoterpene hydrocarbons</td>
<td>2.6</td>
</tr>
<tr>
<td>Oxygenated sesquiterpenes</td>
<td>0.9</td>
</tr>
<tr>
<td>Hydrocarbons Sesquiterpenes</td>
<td>2.3</td>
</tr>
<tr>
<td>Aromatics</td>
<td>70.4</td>
</tr>
</tbody>
</table>

Figure 1. DPPH radical scavenging activity of essential oil at different times.

Figure 2. DPPH radical scavenging activity of essential oil and Vitamin C.
The antioxidant activity of *Thymus numidicus* Poiret. essential oil was measured by using DPPH assay. The scavenging activity of the essential oil was tested at concentrations of $10^{-1}$ M, $10^{-2}$ M, and $10^{-3}$ M; Vitamin C was used as a standard. It has been shown that the radical scavenging capacity of the tested essential oil increased in a concentration and time dependent manner (figure 1). The highest DPPH radical scavenging activity (%) was shown by essential oil at $10^{-1}$ M (17.4 %), which was lower than the antioxidant activity of the standard vitamin C (Figure 2).

There are a few reports about the antioxidant activity of *Thymus* essential oils [21,22,23] showed that essential oils containing high amounts of thymol and carvacrol were reported to possess the highest antioxidant activity [24,25,26] and the principal active compounds of these oils are principally carvacrol, thymol, citral, eugenol, 1-8 cineole, limonene, pinene, linalool and their precursors [27].

### 4. Conclusion

Our results demonstrate the high chemical variability of constituents found in genus *Thymus* in general and especially in *Thymus numidicus* Poiret. species and stress the importance of investigations dealing with the chemistry of separate plant organs, our results showed that thymol was the main phenolic compound of the leaves of *Thymus numidicus* Poiret. essential oil collected from Grarem - Mila (Eastern Algerian) in flowering stage and possess a moderate antioxidant activity.
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