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Abstract:  

 

Forecasting electricity consumption is necessary for electric grid operation and utility 

resource planning, as well as to improve energy security and grid resilience. Thus, this 

research aims to investigate the prediction performance of the ARIMA and LSTM 

neural network model using electricity consumption data during the period 1990 to 

2020. The time series for electricity consumption is divided into 70% for training data 

and 30% for test data. The results showed that the LSTM model provided improved 

forecasting accuracy than the ARIMA model. 
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Introduction : 

Energy is one of the most vital factors of every country's economic and social 

growth. The use and provision of energy are the most crucial modern challenges for the 

progress of any economic sector. According to classical economists the labor and capital 

are the main factor in the process of production while ignored the role of energy in 

economic growth. However, neoclassical economists strained on increase in 

productions due to increase in labor, capital, and technology, and modern studies 

recommends that energy plays key role in the economic growth of developing nations. 

Nevertheless, energy uses increase the employment opportunity to expand the 

economic activities and to fulfill the necessities of agricultural, industrial, transportation 

and commercial sectors. Thus, energy sector has a significant contribution to the 

economic growth of a country (Wahid, F., et al, 2021, p241).  

Global energy consumption is increasing rapidly due to population growth, 

continued pressure to improve living standards, a focus on large-scale production in 

developing countries, and the need to maintain positive rates of economic 

development. With this in the fact, a robust forecasting approach is essential to 

accurately plan investments in energy production, consumption, and distribution 

(Bianco, V., et al, 2009, p1413). 

Electricity consumption in the industry is increasing, requiring the use of 

advanced deep learning tools such as LSTM. Furthermore, the consumption of 

electricity in the building projects is expanding due to the cooling, heating, and lighting 

processes, which vary depending on the building area and the operational process of 

electronic processing. Moreover, electricity consumption is not dominated by the 

industrial sector, but also includes agriculture, mining and construction (Azadeh, A. G. 

H. A. D. E. R. I., et al, 2008, p2272). 

Algeria has known a significant increase in the demand for the needs of the 

various sectors of energy, especially electric energy, which it cannot provided to it from 

gas sources and petroleum products, which are not sufficient to meet the needs of 

citizens and other industrial sectors, and that any increase in the price of electricity will 
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be borne by the citizen by increasing the prices of foodstuffs in the local market. 

According to the latest statistics, the construction sector in Algeria consumes the most 

electricity (43%), followed by the transport sector (36%) and the industrial sector (21%). 

Among the most important reasons for the increase in electricity consumption are 

population growth, the decrease in electricity prices, the use of cheap electrical 

equipment and the absence of rationality in electricity consumption (Ghedamsi, R., et 

al, 2016, p309). 

Many papers have been published in the last ten years on electricity consumption 

using various forecast methods, due to the continuous increase in electricity 

consumption, which necessitates accurate planning in order to avoid electricity 

shortages and ensure adequate infrastructures. We mention the most important ones. 

Fan, G. F., et al (2020) In this study has developed a novel hybrid forecasting 

model, that is EMD-SVR-PSO-AR-GARCH model. It takes a fresh look at electricity use 

and consumer economic behavior. The Nash equilibrium and Porter's five-force model 

are used to analyze the complex electricity usage and consuming behaviors. To 

determine the electricity regulation and economic development, support the sustainable 

development of electricity. 

Gellert, A., et al (2022) This study aims to find an accurate method to predict 

electrical energy consumption and production. Being able to anticipate how consumers 

will use energy in the near future may help optimize their behavior. Results show a 

mean absolute error of 73.62 Watts for the TBATS model, which is far better than the 

one obtained with neural forecasting methods. 

Hao, J., et al (2019) In this study, to forecast electricity demand, a new ensemble 

forecasting model with nonlinear optimization is proposed. The basic forecasting 

models, such as exponential smoothing, ARIMA, SVR and extreme learning machine, 

the results of which have been combined. The results show that the ensemble technique 

outperforms the single and average integrated models in terms of accuracy when the 

clean electricity demand of major areas of the world is used as a sample. 

Through the above, we suggest the following research question:  
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What is the effectiveness of the Long Short-Term Memory (LSTM) Neural 

Network in electricity consumption forecasting in Algeria  

during the period 1990-2020? 

Study hypothesis: To answer the research problem, the following hypothesis was 

formulated: 

The using of deep learning models represented in STLM gives better and more 

accurate results in forecasting electricity consumption in Algeria during the period 

1990-2020. 

The remainders of the paper are organized as follows. Section II provides methods 

and materials. Then Section III presents the results and discussions. Finally, section IV 

gives the conclusions. 

1. Methods and Materials 

1.1 ARIMA 

In the statistical literature, the autoregressive integrated moving average (ARIMA) 

approach is well-established in time series analysis of Short-Term Forecasting. To 

implement the ARIMA models, it consisted of three steps, identification based on AIC 

criterion, parameter estimate using maximum likelihood method, and diagnostic check 

based on statistical tests. It may be denoted as ARIMA (𝑝, 𝑞), which is a linear 

combination of past values of 𝑋𝑡 and errors 𝜀𝑡 (Ho, S. L., & Xie, M, 1998, p214). 

𝑋𝑡 = Ψ0 + 𝜙𝑙𝑋𝑡−𝑙 + 𝜙2𝑋𝑡−2 + ⋯ + 𝜙𝑝𝑋𝑡−𝑝 − 𝜃𝑙𝜀𝑡−𝑙 − 𝜃2𝜀𝑡−2 − ⋯ − 𝜃𝑞𝜀𝑡−𝑞 + 𝜀𝑡       (1) 

where 𝑝 and 𝑞 are the order of the autoregressive model and moving average 

model respectively, {𝜙𝑙,𝜙2,……, 𝜙𝑝,𝜃𝑙,, 𝜃2,…….𝜃𝑞} are the regression weights to be estimated, 

Ψ0 represents the constant, and {𝜀𝑡, 𝜀𝑙−1,𝜀𝑡−2 … … , 𝜀𝑡−𝑞} are the random errors. 

1.2 Long Short-Term Memory Method (LSTM) 

The Long short-term memory (LSTM) proposed by Hochreiter and Schmidhuber. 

It is a type of time-cyclic neural network and that used to solve the long-term 

correlation problem of generic RNNs. LSTM was first used in deep learning and was 

adopted by researchers in thereafter works. (Wu, X., et al, 2021, p6). 
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Therefore, each LSTM is a collection of cells that capture and store data streams. 

LSTM networks construct a transmission line that joins one module to another, 

transporting data from the past and storing it for the present. Data can be disposed of, 

filtered, or added for the following cells using gates in each cell. Its gates are founded 

on a sigmoidal neural network layer, which allows the cells to choose whether to let 

input flow through or discard it (Dissanayake, B., et al, 2021, p566). 

The LSTM module's hidden layer is also known as a memory module. Figure 1 

represents the specific pattern. Memory modules are sometimes compared to computer 

memory to aid comprehension. A storage unit and three processing units make up the 

memory module. Input gates, output gates, and forget gates are three computer 

components that regulate the reading, writing, and resetting of memory cell data, 

successively (Xu, D., et al, 2022, p12). 

 

Fig.1. LSTM Architecture 

  

 

Source: Yadav, A., et al, 2020, p2093 
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The LSTM unit algorithm is represented by calculating the following equations: 

The second equation (𝑖𝑡
𝑗
)  is the input gate. 

𝑖𝑡
𝑗

= 𝜎(𝑊𝑥𝑖𝑥𝑡 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑏𝑖)
𝑗            (2) 

The third equation (𝑓𝑡
𝑗
) is forget gate. 

𝑓𝑡
𝑗

= 𝜎(𝑊𝑥𝑓𝑥𝑡 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑏𝑓)
𝑗
         (3) 

The fourth equation (𝜎𝑡
𝑗
) is the output gate. 

𝜎𝑡
𝑗

= 𝜎(𝑊𝑥𝜎𝑥𝑡 + 𝑊ℎ𝜎ℎ𝑡−1 + 𝑏𝜎)𝑗            (4)     

Where: 

𝜎 is sigmoid function. 

 𝑊 terms are weight matrices and 𝑏 terms are voltage vectors.  

With (𝑐𝑡
𝑗
), the LSTM unit saves its memory at t time. Equation is used to update 

the equation whose memory cell is supplied (5). 

𝑐𝑡
𝑗

= 𝑓𝑡
𝑗
𝑐𝑡−1

𝑗
+ 𝑖𝑡

𝑗
𝜎𝑡

𝑗
                                       (5) 

Equation (6) is used to update the new memory content, and equation (7) is used 

to generate the output for the LSTM unit (7) (Soy Temur, A., et al, 2019, 927). 

𝑓𝑡
𝑗

= tanh(𝑊𝑥𝑐𝑥𝑡 + 𝑊ℎ𝑐ℎ𝑡−1 + 𝑏𝑐)𝑗        (6) 

ℎ𝑡
𝑗

= 𝜎𝑡
𝑗

tanh(𝑐𝑡
𝑗
)                                          (7) 

 

1.3 Performance Criteria 

The measure of performance is the root mean squared error (RMSE) and mean 

percentage absolute error (MAPE) used to evaluate the forecast accuracy of the 

proposed model. The formulas for calculating these criteria are as follows (Shabri, A., 

Samsudin, R. 2015 p. 3): 

RMSE = √
1

𝑛
∑  𝑛

𝑡=1 (𝑦𝑡 − �̂�𝑡)2                  (8)  

MAPE =
1

𝑛
∑  𝑛

𝑡=1 |
𝑦𝑡−�̂�𝑡

𝑦𝑡
× 100|             (9)  

where 𝑦𝑡 denotes the actual data, �̂�𝑡 is the predicted value for period 𝑡, and 𝑛 

denotes the number of observations. Therefore, the lower the RMSE and MAPE values, 
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the more efficient the model. 

2. Results and Discussion 

The ARIMA, a linear methodology commonly used in time series forecasting, and 

the LSTM network, a nonlinear method utilized in deep learning algorithms, were 

applied to the electricity consumption data in Algeria. Each method was written in 

MATLAB program. 

2.1 Data 

In order to compare the two models, we used Algeria's electricity consumption 

data. The study period extended the time period from 1990 through the end of 2020. 

This is for forecasting the Electricity Consumption in Algeria (ELC). For the evaluation 

of the quality of the proposed models, we divided the time series into a train and test 

time series, where the training series consists of the data for 1990 until the end of 2011, 

and the test series consisting of data for 2012 until 2020 (see Figure 2). 

Fig.2. Electricity Consumption in Algeria from 1990 to 2020 

 

Source: prepared by the authors based on information from the website 

https://www.iea.org/countries/algeria. 

 

2.2 ARIMA Models Results 

In first, the ADF test was used to study the Stationarity of the training time series 

of electricity consumption in Algeria. Where the null hypothesis was accepted with a 

probability (p=0.999), that meaning the series is non-stationary differences at level, 

https://www.iea.org/countries/algeria
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therefore the first of the series were taken and tested again, where the alternative 

hypothesis was accepted with a probability (p=0.0095), so the time series of electricity 

consumption is stationary at first difference I(1). 

In order to identify the model, the sample and partial autocorrelation function was 

used, taking into the lowest value for (AIC= 65.158) and BIC=67.34) criterions. Where 

the ARIMA (9.1.0) model was selected and using the maximum likelihood method was 

estimated. Furthermore, the training time series of electricity consumption was 

compared with the fit model of ARIMA (9.1.0), and we note that there is a significant 

closeness between them (see Figure 3). 

 

Fig.3. Comparison between the ARIMA model and the original data 

 

Source: prepared by the authors 

 

2.3 LSTM Models Results 

The data for the LSTM network method must be in supervised learning mode. As 

a result, we have a target variable Y and a predictor X. To do this, we transform the 

series of electricity consumption by lagging the series and having the value at time (t-1) 

as the input and the value at time (t) as the output, for a 1-step delayed dataset.  

Then samples are randomly selected from the training and test data sets, so the 
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order of the observations should be important, the first 70% of the series as training set 

and the remaining 30% as test set. 

The input data is rescaled to fit the range of the activation function. The sigmoid 

function with the range [-1, 1] is the default activation function for LSTM. It is worth 

noting that the scaling factors used to scale both the training and testing data sets are 

the min and max values from the training data set. This assures that the test data's 

minimum and maximum values have no impact on the model. 

After many parameter adjustments, the Adam optimization approach to boost 

convergence speed and Root Mean Squared Error as the loss function was used for 

training the LSTM neural network. The hyperparameter to 50 hidden layer cells with a 

learning rate of 0.001 based on repeated trials. The best results were obtained when the 

model was trained across 1000 epochs. 

As seen in Figure 4, the LSTM model performed well in fitting the test datasets. 

Then, to show the efficacy of the proposed model, we evaluate its performance and 

compare it to the ARIMA model. 

 

Fig.3. Comparison between the LSTM model and the test data 

 

Source: prepared by the authors 
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As a result, the root mean square error (RMSE) and mean absolute percentage 

error (MAPE) were used to evaluate the models' performance on the test set. Table 1 

displays the results of the comparison between the ARIMA and the LSTM model. We 

can see that LSTM has the best performance, with the lowest root mean square error 

and mean absolute percentage error. As a result, the ARIMA model is less accurate than 

the LSTM model. We indicate that the LSTM model beats the ARIMA model 

significantly in forecasting electricity consumption in Algeria. 

Table 1. Prediction evaluation 

Model RMSE MAPE 

ARIMA 13.07188187 0.1557 

LSTM 6.5277 0.0981 

 

Source: elaborated on by the authors 

 

Conclusion : 

An efficient process forecasting in the electricity sector minimizes uncertainty and 

allow for more logical decisions in electricity distribution management, making the 

electricity sector more resilient in the face of unpredictability and maintaining an 

uninterrupted supply of energy to consumers and businesses. In this article, we 

compared the ARIMA and LSTM models for predicting energy consumption in Algeria. 

The forecasting quality criteria demonstrate that the LSTM model had higher 

forecasting accurate than the ARIMA model in terms of both RMSE and MAPE criteria. 
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