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Abstract—Formal models play an important role of 

the requirements that lead to models of the design 

for a network on chip which is a reconfigurable 

FPGA-based (Field Programmable Gate Array) 

technology for faulty tolerance System-on-Chip, 

where the main challenge was how to achieve a 

conceptual design of multiprocessor System On Chip  

(MPSoC). The use of formal methods with the 

progressive basis and the proof theory has become 

an essential step to design and validate this 

architecture. Event-B is a formal modelling 

language,  which supports refinement as a based-

formal  concept of development to  models and 

proves the industry of MPSoCs. The purpose of this 

article is to provide a formal verification of Network-

On-Chip (NoC) architecture using the Event-B 

method. This process is delivered by a correct and 

validated formalization based on the correct-by-

construction development approach. 

Index Terms—Network on chip, Switch, Adaptive-

routing, machine, context, Model, specification, 

refinement, Formal proof, Correct-by-construction, 

Active Zone. 

 

I. INTRODUCTION 

Formal methods have the ability to produce 

critical systems for large industrial projects, and 

this by creating an original mathematical model 

that can be formally refined in levels until the final 

refinement that contain enough of details for an 

implementation. Before the verification simulation 

does not allow the detection of all possible design 

errors [1]. That's why we use the formal methods 

Event-B in our work, and in particular the correct-

by-construction paradigm [2, 3] to specify 

hardware systems. The paradigm correct-by-

construction offers an alternative approach to 

prove and define correct systems and 

architectures, for the reconstruction of a target 

system using progressive refinement and validated 

methodological techniques [4]. Our goal is to 

complete the simulation time in the design flow 

with a formal proof method. The preconditions for 

the formal development of microelectronics 

architecture are given the description and /or 

design of the architecture. 

The large amount of work has focused on the use 

of formal methods to verify communication 

systems and protocols. Most use model-checking, 

or its composition with proving theorems. The 

work of Clarkeet al, published in [5] to check the 

temporal properties of parameterized ring 

networks and binary tree. A first step is to use a 

free-context grammar to models network 

communication systems when temporal properties 

are verified using a model checker. In [6] 

Amjaduses a model checker implemented in HOL 

to verify AMBAAHB protocols and PDB. 

Bharadwajet al. satisfies a broadcast protocol in a 

binary tree network using the SPIN model checker 

demonstrator and Coq [7]. In [8] Curzondevelopsa 

structural model of ATM switch Fairsile and 

compares its behavioral specification using HOL. 

The free deadlock in the network Ae the real was 

verified by Gebre Michael and al. Using the PVS 

tool [9] Some studies based on semi-formal 

methods were also proposed. They essentially 

designed to detect and debug failures. Chenard 

and al proposed in [10] include assertions listeners 

PSL [11] synthesized using NGC tool [12] in a 

network on chip. Analytical approaches do not 

carry out of the dynamic  

behaviour and performance of a system, but to 

analyze it statically. Model checking is an 

automated technique to verify each models of a 

system satisfies its specification. 

 [13] The model is described in a kind of state 

machine and the specification is described in a 

temporal logic. A model control algorithm uses 

the transition function associated with the state 

machine to explore the state space and define 

States that do not meet the specifications. If finds 

is a state, the state and the trace leading to this 

state are reported. If such a state is not found, the 

system is proved correct. Model checking is 

widely adopted by universities and industry, 

primarily because it is fully automatic and can 

provide against-examples. The major problem is a 

combinatorial blow-upin the number of states that 

must be explored, called state space explosion. 

This severely limits the scalability of model 

checking. Theorem proving is a technique where 

the evidence of a mathematical theorem is 

formalized so that a computer program can 

guarantee their accuracy. The main advantage of 

the theorem is the ability to deal with the 

parametric systems. 
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The aim of this work is the verification of SoC 

communication [14] describes the main challenges 

in the design of NoC [15] and discusses some 

aspects of audit networks or formal methods are 

useful. The dynamic reconfigurable NoC are 

adequate for FPGA-based systems, where the 

main problem arises when IP (intellectual 

property) components must be at run time defined 

dynamically. Given the rapidly changing and 

highly complex MPSoCs (multiprocessor system-

on-chip), the constraints related to the complexity 

and the increasing number of interconnected 

modules or IP such as the cost and performance 

must be resolved. Current communication 

networks on chips implement the data 

transmission between the interconnected nodes. 

Sometimes the communication of this kind of 

networks is difficult or even impossible. This is 

the main reason why XY fault-tolerant routing 

algorithms (such networks) have been established. 

[16] Routers can control the miss-routing of 

previous detectors (eg packet on the path XY, etc). 

In addition, new techniques and adaptive faulty-

tolerance routing with error detection and path 

routing based on the well-known XY model, have 

been introduced. 

 

Formal studies have focused on NoC 

performance [17,18], latency [19], bandwidth [20], 

the estimation of consumption[20], detection and 

error correction[21,22], and the surface are used. 

Others propose methods of free-deadlock routing 

[23, 24] to characterize the traffic. [25] In this 

article, we use Event-B to specify, verify and 

demonstrate the NoC behavior. The paper is 

organized as follows. Section 2 presents an 

overview of the Event-B method. Section 3 

presents the NoC architecture studied with the 

audit results of the verification Formula. Section 4 

describes the architecture of the faulty tolerance. 

Section 5 Model description and we concludes this 

paper with future works 

II. EVENT-B 

The Event B modeling language can express 

safety properties [26], which are invariants, 

theorems or safety properties in a machine 

corresponding to the system. Event B allows a 

progressive development of models through 

refinements. The two main structures available in 

Event B are: 

- Contexts express static information about the 

model. 

- Machines express dynamic information about 

the model, invariants, safety properties, and 

events. 

An Event B model is defined either as a context or 

as a machine. A machine organizes events (or 

actions) modifying state variables and uses static 

information defined in a context. The refinement 

of models provides a mechanism for relating an 

abstract model and a concrete model by adding 

new events or variables. This feature allows to 

develop gradually Event-B models and to validate 

each decision step using the proof tool. The 

refinement relationship should be expressed as 

follows: a model M is refined by a model P, when 

P simulates M. Thus, from a given model M, a 

new model P can be built and asserted to be a 

refinement of M describing the architecture. 

Model M is an abstraction of P, and model P is a 

refinement (concrete version) of M. Likewise, 

context C, seen by a model M, can be refined to a 

context D, which may be seen by P. The final 

concrete model is close to the behavior of real 

system that executes events using real source 

code. The relationships between contexts, 

machines and events are illustrated by the next 

diagrams, which consider refinements of events 

and machines. The refinement of a formal model 

allows us to enrich the model via a step-by-step 

approach and is the foundation of our correct-by-

construction approach [27]. Refinement provides a 

way to strengthen invariants and to add details to a 

model. It is also used to transform an abstract 

model to a more concrete version by modifying 

the state description. This is done by extending the 

list of state variables (possibly suppressing some 

of them), by refining each abstract event to a set of 

possible concrete versions, and by adding new 

events. In fact, the refinement-based development 

of Event B requires a very careful derivation 

process, integrating possible tough interactive 

proofs for discharging generated proof obligations, 

at each step of development. 

Event B also is supported by a complete toolset 

RODIN [28] providing features like refinement, 

proof obligations generation, proof assistants and 

model-checking facilities. Rodin Platform tool, 

called Proof Obligation Generator, decides what is 

to be proved in order to ensure the correctness of 

the model. Moreover, it is now being improved 

and extended by other "plug-ins" [26]. 

 

III. ARCHITECTURE DESCRIPTION  

A QNoC Switch (see Figure 1) [29] consists of 

routing logic and control logic with inputs / 

outputs each direction. This micro-electronic 

architecture communicates with four neighboring 

elements. 

The computing elements associated with the NoC 

network communicate through messages. A 

message consists of a fixed number of packets. 
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An incremental development of a Network-on-

chip Architecture using the event B formalism. 

[25] The formalization of the architecture is 

presented from an abstract level to a more 

concrete level in a hierarchical way. 

The first model xyM0 is an abstract description of 

the service offered by the NoC Architecture: the 

sending of a packet (p) by a switch source and the 

receiving of (p) by a switch destination. 

The machine xyM1 refines xyM0 and introduces a 

network (a graph) between the sources and 

destinations of packets. Some properties on the 

graph are defined in context xyC1: graph is non-

empty, non-transitive and is symmetrical. 

The second refinement decomposes the event 

FORWARD of xyM1 into two events: 

 A refinement of the event FORWARD depicts 

the passing of a packet (p) from a switch (x) to 

a channel (ch), leading to a neighbour (y). 

 An event FROM_CHANNEL_TO_NODE 

models the transfer of a packet (p) from a 

channel (ch) to a connected switch (n). 

The third refinement allows us to introduce the 

structure of a switch gradually. We express, in 

xyM13, that switches possess output ports.  

The fourth refinement (xyM14) adds input ports to 

the structure of a switch. 

The fifth refinement introduces the storage of 

packets in a switch: each output port of a switch 

can store a number of packets up to a limit 

(outputplaces) of three messages. Packets can be 

blocked in a switch, because of the ―wait‖ or 

―occupation‖ signals from neighbours. The event 

SWITCH_CONTROL is refined, and adds the fact 

that following the transition of a packet from an 

input port of a switch (x) to an output port, if the 

switch (x) is not busy anymore, it sends a release 

signal to the previous switch linked to the input 

port. A new event RECEIVE_BUFFER_CREDIT 

models the receiving of a release signal by a 

switch (n). 

 
Figure 5. Step-by-step Modeling of NoC 

Architecture 

The last model xyM16 describes the architecture 

of the network (graph): graph has a mesh topology 

(see Figure.12). A numerical limit (nsize) is 

introduced to bound the number of routers in the 

dimensions x and y of the network topology; the 

network will be a regular 2D-Mesh, with a size 

(nsize _ nsize); each switch is coupled with unique 

coordinates (x; y), with x 2 [0::nsize  1] and y 2 

[0::nsize  1]. 

 

IV. FAULT TOLERANCE 

A.  The adaptive routing algorithm  

 The Switch produced in stating that packets 

are routed along the X axis then to the Y-axis 

direction of the network. If in the routing packets 

encounter modules that prevent them to go 

through the traditional way then the routing 

algorithm used allows circumvention with the 

control logic for each router distinguishes the 

entity type (router or calculation module) 

connected to a router. So this algorithm avoids 

deadlock situations that may happen in the QNoC 

and also solves the problem of packet arrival at a 

network node order. Indeed, if during operation of 

the network, there is no dynamic investments 

between two compute modules, the paths taken by 

packets sent from one module to another recipient 

module will be identical and of the same length 

(same position as the algorithm XY), while 

maintaining the order of transmission and 

reception of packets. As against, the packets of a 

message sent by a calculation module, can be 

nested to the destination with the packets of other 

messages sent from other computing modules in 

Fig.1. QNoC Switch 
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the network. Uses a routing algorithm based on the 

classical XY algorithm that can be used initially in 

the reconfigurable network because it is not suited 

to irregular situations.  

B. definition  

A disabled network region is the rest of the 

network not belonging to the active area.  

If a network does not have an activated area (no 

faulty nodes or regions), it is fully disabled. All 

nodes belonging to the disabled area are disabled.  

If there is a network in an 

active region formed 

around a failed node. In 

this case, only the routing 

nodes surrounding the 

failed node routing 

change status and 

become activated. The 

nodes belonging to the 

rest of the network do not 

change their way and 

remain disabled.  

A deactivated node 

routes a data packet 

according to the XY 

algorithm. First, it routes 

the packet according to 

the X axis and then along 

the Y axis until the data 

packet is not delivered to 

the destination. If the 

packet arrives to the 

activated before reaching 

its final destination area, 

new routing rules are then applied.  

The activated routing nodes do not obey the same 

rules as routing nodes routing disabled. These 

rules are described as follows [29]. 

Rule 1: A peer and activated node cannot route 

packets from the North (North) to the East (East) 

and vice versa.  

Rule 2: An odd and enabled node cannot route 

packets from the southern direction (South) to the 

West direction (West) and vice versa.  

Rule 3: All nodes enabled by default, cannot route 

packets from each of the north and east directions 

to the south and west directions.  

Rule 4: All nodes are not activated by default 

route packets from respectively the South and 

West directions to the north and east directions. 

 
 

 

Since a message is broken into packets, which are 

also broken down into conflicts, then we can 

rewrite the rules as follows:  

 A flit of a packet that is in the active 

region may circulate in the x-axis and not 

in the Y axis;  

 A flit of a packet that is in focus can 

move from north to west but not east;  

 It can be routed arriving from South to 

East not west. 

V. MODEL DESCRIPTION  

The formal development of the fault tolerant 

routing scheme of the considered NoC 

Architecture. This proving formal is based on 

refinement which allows breaking the operation 

complexity of the routing algorithm and 

performing this formalization with different levels 

of abstraction carried out step-by step [11]. Fig.5 

presents the step-step modeling of the proposed 

fault tolerant routing scheme. 

 

 

Fig. 5. Step-by-step Modeling of fault tolerant 

routing algorithm suitable for NoC. 

The abstract level defines the role of the network 

to send an infinite number of messages which are 

packetized and encapsulate (Flitization) into 

sequence of packets from a source (S) to a 

destination (D). 

The machine xyM01 refines xyM00 and introduce 

cutting packets on flits (xyC01: FLITS is new set 

introduced by this context, cutting each packet on 

flits (axm1), and the flits of each packet are 

different from those of other packets (axm2) 

Fig.3. Exemple d’une zone activée. 
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The second refinement add LocCopy variable, this 

variable (in the context; the local copy of the 

package is in the original sources, and in the 

sources of these packages, and Theorem which 

states that the local copy are originally in one 

place on the network). 

xy M03 a refinement of the behavior of a node in 

case it is broken and when it returns to normal is 

expressed in both disable and enable events. This 

level also allows us to create the variable locCopy 

to ensure flits sends a packet without losing 

disable node is a node n becomes faulty / off: it 

can no longer receive or route messages of its 

neighbors, the new graph new-gr will be the 

current without bidirectional links between the 

node n and its neighbors, however Enable is a 

node n becomes active: it can again receive and 

route messages from its neighbors when n no 

longer part of the current graph, gives n in the 

current graph with bidirectional links with his 

former neighbors. 

Xy C04: introduction of operators for calculating 

the active zone surrounding a knot near faulty 

zone. The rectangle given by z (a) and including a 

contains n nodes whose coordinates (x, y) are 

defined as: LimXmin(a) ≤ x ≤ LimXmax(a) et 

LimYmin(a) ≤ y ≤ LimYmax(a)  

Xy M04: This machine contains a refinement of 

two events 

 The routing flits in different directions 

depending on the destination: 

If after the node (s) is transmitted flit (f) to the 

node (y), (x) still has flits of f, the local copy does 

not change and x no longer has flits of f, the local 

copy of p changes from x to y. This is expressed in 

the following warning: 

 

VI. CONCLUSION  

B-event method is a formal method for the 

development of computer systems, the accuracy 

must be formally established. 

The proofs of QNoC architecture did not need 

tough efforts (neither importing hypotheses or 

simplifying goals, etc), the mere usage/ running of 

provers (provided by RODIN platform) allowed us 

to discharge these obligations. Contrary to the 

verification by simulation only, our work provides 

a framework for developing the Network-on-chip 

architecture and the XY routing algorithm using 

essential safety properties together with a formal 

proof that asserts its correctness.   

Our experience shows that many models still 

contain proven breaches of etiquette, which are 

detected with a facilitator or a model checker. In 

addition, although the proof obligations for the 

absence of deadlocks are provided in Event-B, 

they are not yet implemented in RODIN. The 

reason is that the proof obligation in the form of a 

large disjunction (the disjunction of the guards of 

all events), which is often very difficult to prove.  

It has been found with the Plug-in PROB that this 

strategy may be applied to the network if they are 

part of the active area. In the future other 

strategies will be adopted to this critical situation, 

we need to formally prove their  

A new adaptive routing algorithm based on the 

rules of circumvention, and improved by a routing 

strategy. Developed and integrated into a network 

on chip (RKT-Switch). Implemented on FPGA  

 

Rodin is a platform to edit, animate, and prove-

prove against models in an integrated way.  

By detecting problems in a model that are not 

covered by the proof obligations (such as deadlock 

or other unexpected behaviour). It has been found 

with the Plug-in PROB that this strategy may be 

applied to the network if they are part of the active 

zone. In the future other strategies will be adopted 

in this critical situation, A new adaptive routing 

algorithm based on the rules by pass is improved 

by a routing strategy, developed and integrated 

into a network on chip and implemented on 

FPGA. 
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