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#### Abstract

In this paper, we propose an FFT based algorithm for the computation of LSP parameters using complex analysis tools. The computation of LPC roots are also discussed.
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## 1. Introduction

The purpose of this paper is to present an efficient algorithm using complex analysis tools for the computation of roots of polynomials [2] and its application in the LSP and LPC analysis framework. LPC and LSP (or LSF) parameters are compact representations of speech signals used in synthesis, coding and recognition of speech. LSP and LSF parameters enjoy good properties of distortion and interpolation. The relation between LPC coefficients and LSP coefficients are given by[th]:

$$
\begin{aligned}
& P(z)=A(z)+z^{-(p+1)} A\left(\frac{1}{z}\right) \\
& Q(z)=A(z)-z^{-(p+1)} A\left(\frac{1}{z}\right) \\
& A(z)=\frac{1}{2}(P(z)+Q(z)) . \\
& P(z) \text { and } Q(z) \text { are called palindromic } \\
& \text { polynomials. In formant computing, a } \\
& \text { formant occuring at a root of LPC }
\end{aligned}
$$

polynomial [1], [2] there is a pair of zeros (for P and Q ) near this root.
Methods for finding roots of polynomials and other transcendental functions are numerous [3], [6], [8]. Since our work deals only with polynomials defined on the complex plane, it is natural to use contour integration (Cauchy's theorem) to compute roots and to establish important estimations also [4], [7]. Moreover, by an appropriate choice of the contour integration like the circle, the use of contour integration method reduce to FFT transform computation. In the sequel, we present first the idea of the method for then we particularize it for the root finding task of LSP and LPC polynomials. In fact, the only necessary tool in the complex analysis framework is the well known Cauchy formulae given by:
$f^{S}(\zeta)=\frac{1}{2 \pi i} \oint_{C} \frac{f(z)}{(z-\zeta)^{S+1}} d z$

Here, the integration is taken over the contour $C$ bordering (Figure 1) an open domain in the complex plane. The orientation of integration, $s$ is an integer and the s-order derivative is given by:


Figure 1 : Cauchy's theorem
$f^{(s)}(\zeta)=\left.\frac{d^{s}}{d z^{s}} f(z)\right|_{z=\zeta}$ and $f^{(0)}(\zeta)=f(\zeta)$
$z$ is a complex variable running over $C$ in counter-clockwise sense and $\zeta$ is a fixed point inside the domain. From these formulae we can deduce useful identities as:
$\frac{1}{2 \pi i} \oint_{C} \frac{1}{(z-\zeta)^{s}} d z=0$ for all $s \neq 1$ and

$$
\frac{1}{2 \pi i} \oint_{C} \frac{1}{z-\zeta} d z=1
$$

In this domain, $P$ has $d$ roots which are distinct or not, by virtue of the fundamental theorem of Algebra, hence:

$$
\begin{gathered}
P(z)=\prod_{j}\left(z-z_{j}\right)^{r_{j}} \\
\log (P(z))=\sum_{j} r_{j} \log \left(z-z_{j}\right)+2 k \pi i
\end{gathered}
$$

Adding the factor $2 k \pi i$ is important because the logarithm function is a multivalent function in the complex plane. However, this factor disappears in the derivation operation which gets:

$$
\frac{d}{d z}\left(\log (P(z))=\frac{P^{\prime}(z)}{P(z)}=\sum_{j} \frac{r_{j}}{z-z_{j}}\right.
$$

Hence:

$$
\begin{align*}
& N=\frac{1}{2 \pi i} \oint_{C} \frac{P^{\prime}(z)}{P(z)} d z \\
& =\sum_{j} \oint_{C} \frac{r_{j}}{z-z_{j}} d z=\sum_{j} r_{j} . \tag{4}
\end{align*}
$$

We have also:
$S=\oint_{C} \frac{z P^{\prime}(z)}{P(z)} d z=$
$\sum_{j} \oint_{C} \frac{r_{j} z}{z-z_{j}} d z=\sum_{j} r_{j} z_{j}$
$N$ and $S$ being respectively the number and the sum of the roots of $P$. The formulas (4) and (5) can be easily evaluated over the circular contour C with radius $r$ (Figure 2) by doing the change of variable $z=r e^{i \theta}$. We obtain:
$N=\frac{1}{2 \pi} \int_{0}^{2 \pi} r \frac{P^{\prime}\left(r e^{i \alpha}\right)}{P\left(r e^{i \alpha}\right)} e^{i \alpha} d \alpha$
$S=\frac{1}{2 \pi} \int_{0}^{2 \pi} r^{2} \frac{P^{\prime}\left(r e^{i \alpha}\right)}{P\left(r e^{i \alpha}\right)} e^{2 i \alpha} d \alpha$

With these formulas, an algorithm can be devised to find the root of an arbitrary polynomial. For this purpose, we need to realize the same number $d$ of sums of roots as the number of roots. More precisely, let the domain be the disk $|z| \leq$ $r$ (Figure 2). By decreasing the radius of this disk at each step $q$ to a value $r(q)$, the number of roots becomes $N_{q}$ and their sum becomes $S_{q}$ giving thus:

$$
\begin{equation*}
z_{1}+z_{2}+\ldots+z_{N_{q}}=S_{q}, q=1,2, \ldots d . \tag{8}
\end{equation*}
$$



Figure 2 : Roots of polynomial inside a disk

If the decrease of $r(q)$ is such that $N_{q}$ decreases by 1 at each step, we obtain a linear triangular system with $d$ equations and $d$ unknowns which can be easily resolved giving thus:

$$
\begin{align*}
& z_{r}=S_{r}-\left(z_{1}+z_{2}+\ldots+z_{r-1}\right) \\
& r=1,2, \ldots d . \tag{9}
\end{align*}
$$

For the case of LPC polynomial, the variation of the number of roots at each step is set to 2 because the prediction polynomial has conjugate pairs of zeros since its coefficients are real. The chosen domain is the unit disk $|z| \leq 1$ assuming that the system is a minimal phase system [rab],[ch].
The paper is composed of 3 sections. In the second section we adapt the method of root finding to LSP parameters for speech signals and we establish some useful relations for our algorithm. In the third section we propose a general algorithm for the computation of LSP parameters. The paper ends by a conclusion and some remarks about the application of the algorithm to the LPC case.

## 2. Roots of palindromic polynomials

In this section, we adapt our approach to the palindromic polynomials (1) and (2). Since these polynomials enjoy particular properties as having all their roots on the circle $|z|=1$, the contour in Figure 2 is not appropriate. Instead we consider a travelling small circular contour as depicted in Figure 3. The small circle has its center located on the big circle. Moreover, since the coefficients of $P$ and $Q$ are all real, their roots are conjugate pairs so we need to compute only the roots having an argument between 0 and $\pi$ on the big circle, the others are computed by symmetry.

The equation of the big circle is $|z|=1$ while the equation of the small circle is $\left|z-z_{0}\right|=r e^{i \alpha}$ where $r$ is given by:
$r=2 \sin \left(\left(\alpha_{2}-\alpha_{1}\right) / 4\right)$
Hence on the small circle we have:
$z=z_{0}+r e^{i \alpha}$
where $z_{0}=\exp \left(\frac{i\left(\alpha_{1}+\alpha_{2}\right)}{2}\right)$ is the complex affix of the center of the small circle. Putting these expressions in (4) and (5) we obtain the formulas of the number and the sum of the roots:
$N=\frac{r}{2 \pi} \int_{0}^{2 \pi} G(r, \alpha) e^{i \alpha} d \alpha$
$S=\frac{r}{2 \pi} \int_{0}^{2 \pi}\left(z_{0}+\right.$
$\left.r e^{i \alpha}\right) G(r, \alpha) e^{i \alpha} d \alpha$
where $G(r, \alpha)=\frac{P^{\prime}\left(z_{0}+r e^{i \alpha}\right)}{P\left(z_{0}+r e^{i \alpha}\right)}$
In the next section, we realize the discretization of these formulae and we present an algorithm to find all the roots of the polynomials $P$ and $Q$ which give directly the coefficients LSF.

## 3. The general Algorithm of roots' calculation

To evaluate the integrals (12) and (13) by a computer, we replace them by Riemann sums where the variable $\alpha$ runs over the interval $[0,2 \pi]$. These Riemann's sums and the expression of the form $P\left(z_{0}+r e^{i \alpha}\right)$ can then be evaluated using FFT and/or IFFT algorithms. By a discrete N -points scheme on the small circle given by:
$\alpha_{k}=k \frac{2 \pi}{N}, 0 \leq k \leq N-1$
and the approximate differential:
$d \alpha \approx \Delta \alpha=\frac{2 \pi}{N}$ we replace N and S in (12) and (13) by their approximants:
$N_{k}=\frac{r}{N} \sum_{k=0}^{k=N-1} G(r, k) e^{\frac{i k 2 \pi}{N}}$
$S_{k}=\frac{r}{N} \sum_{k=0}^{k=N-1} H(r, k) e^{\frac{i k 2 \pi}{N}}$
where
$G(r, k)=\frac{P^{\prime}\left(z_{1,2}+r e^{\frac{i k 2 \pi}{N}}\right)}{P\left(z_{1,2}+r e^{\frac{i k 2 \pi}{N}}\right)}$
$H(r, k)=\left(z_{1,2}+r e^{\frac{i k 2 \pi}{N}}\right) G(r, k)$
$z_{1,2}=\exp \frac{i \pi}{N}\left(k_{1}+k_{2}\right)$
$k_{1}$ and $k_{2}$ being the points corresponding to the bounds of the sector $\theta_{1}$ and $\theta_{2}$ in the scheme (15). Note that the expressions (18) and (19) can easily be evaluated using FFT transforms using the N -scheme (15) since for a polynomial having the form:

$$
\sum_{l=0}^{l=d} a_{l} z^{l}
$$

the values for the scheme (15) are:

$$
\sum_{l=0}^{l=d} a_{l} r^{l} e^{l \frac{i k 2 \pi}{N}}=\hat{A}(k)
$$

with $0 \leq k \leq N-1$. Note that $A(k)$ is N times the inverse transform of the vector:

$$
A(l)=\left\{\begin{array}{c}
a_{l} r^{l} \text { for } 0 \leq l \leq d \\
0 \text { for } l>d
\end{array}\right.
$$

Similarly, the discrete sums (16) and (17) can be evaluated using inverse Fourier transform. For (16) we have:

$$
\widehat{G}(l)=\frac{1}{N} \sum_{k=0}^{k=N-1} G(r, k) e^{\frac{i k 2 \pi l}{N}}=\operatorname{IFFT}(
$$

with $0 \leq l \leq N-1$ and we deduce the value of $N_{k}$ :

$$
\begin{array}{r}
N_{k}=\frac{r}{N} \sum_{k=0}^{k=N-1} G(r, k) e^{\frac{i k 2 \pi}{N}} \\
=r \widehat{G}(1)
\end{array}
$$

The sum (17) is evaluated similarly.
Computations carried out in the MATLAB environment showed these formulae give correct results. These results were more accurate in the case of the contour of Figure 3 than in the case of the contour of Figure 2, the reason seems to be the smallness of the circumference of the small circle leading thus to a better precision. To implement an algorithm for computing all the roots we are faced to some difficulties in the general (or LPC) case:
We do not know a priori on which circle a root is localized and this can lead to problems in the contour integration if this contour intercepts a root;
At each step, we must evaluate the number of roots and if this number is one in the general case or two in the conjugate roots pairs case, and then we evaluate their sum. Clearly, this approach needs a big amount of calculations.
The case of LSP parameters is more interesting. Contrary to LPC polynomial,


Figure 3 : Computing roots of palindromic polynomials
the palindromic polynomials have all their roots on the circle $|z|=1$ and between two roots of $P$ there is one root of $Q$. Here, we propose a general algorithm for finding all the roots for both $P$ and $Q$ :

- We try to divide the arc $(0, \pi)$ of the big circle into [d/2] (integer part of $d / 2$ ) sectors, $d$ being the degree of the polynomials i.e. the number of the roots;
- Evaluate the sum of roots in each sector. If the sum is zero, then the sector is void of roots so we remove this sector and we restart with a smaller arc. If the sector contains one root, then the value of the sum is the value of the root and we repeat the search process with the complementary arc with the value of $d$ decreased by 1 . If the sector contains more than one root, we split the sector into equal parts aiming to isolate one root in one sector;
- When all the roots corresponding to the upper half circle are found, the other roots are found by axial symmetry (the axis is the real line);
- When the roots of $P$ are found, it is easy to find the roots of $Q$, since between a pair of roots of $P$ there is a unique root of $Q$.
The localization of the roots of $P$ and $Q$ on the big circle permit us to reduce the amount of computations because only the sum formula is needed. Suppose that a sector $\left(\theta_{1}, \theta_{2}\right)$ contains $m$ roots having a sum $S$, then we have:

$$
S=z_{1}+z_{1} \cdots+z_{m}
$$

and suppose, without restricting generality that the sector is inside the first quadrant $(0, \pi / 2)$.

$$
\begin{aligned}
S=\cos \left(\alpha_{1}\right)+ & \cos \left(\alpha_{2}\right)+\cdots \cos \left(\alpha_{m}\right) \\
& +i\left(\sin \left(\alpha_{1}\right)+\sin \left(\alpha_{2}\right)\right. \\
& \left.+\cdots \sin \left(\alpha_{m}\right)\right)
\end{aligned}
$$

The roots can be ordered with respect to their arguments so we have:

$$
\begin{gathered}
\sin \left(\theta_{1}\right) \leq \sin \left(\alpha_{1}\right) \leq \sin \left(\theta_{2}\right) \\
\sin \left(\theta_{1}\right) \leq \sin \left(\alpha_{2}\right) \leq \sin \left(\theta_{2}\right) \\
\vdots \\
\sin \left(\theta_{1}\right) \leq \sin \left(\alpha_{m}\right) \leq \sin \left(\theta_{2}\right)
\end{gathered}
$$

Summing these inequalities we find:

$$
\mathrm{m} \sin \left(\theta_{1}\right) \leq \operatorname{Im}(\mathrm{S}) \leq \mathrm{m} \sin \left(\theta_{2}\right)
$$

then $\frac{\operatorname{Im}(S)}{\sin \left(\theta_{1}\right)} \geq m$ and $\frac{\operatorname{Im}(S)}{\sin \left(\theta_{2}\right)} \leq m$ where $\operatorname{Im}(\mathrm{S})$ denotes the imaginary part of $S$.
The number of the roots inside a given a sector must verify these two inequalities which permit the determination of this number avoiding thus computing the number of roots.

## 4. Conclusions

We have presented in this paper an algorithm for computing roots of palindromic polynomials permitting thus the calculation of LSF parameters for speech signals. This approach uses tools of complex analysis and involves FFT algorithm by a suitable choice of the contour integration. We have discussed the general case which is suitable for LPC roots computation and noticed that some difficulties may appear if a root intercepts the contour integration. The situation is more stable for the case of palindromic polynomials where the roots are all on the unit circle. Instead of dividing the disk in several annulus, its is divided in several sectors. Care must be taken however in the case where one or both limits of a
sector are roots of these polynomials. In this paper, we have only showed the basic ideas of the method which earns a full study by inspecting other aspects like the stability and the computational complexity.
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