Evolutionist approach and MFCC modeling for Arabic
automatic recognition

Maouche Fadild, Benmohamed Mohaméd
! Oum EI Bouaghi University, Algeria.
2 Constantine University, Algeria.

Mifad 5@yahoo.fr

ibnm@yahoo.fr

Abstract: In this article, we suggest a system for automagaognition of isolated
Arabic words, it is a multi-speaker system, evedependent of speaker and robust
in a noisy environment, it uses a genetic algoriiomrecognition, and the Mel
frequency cepstral coefficients (MFCC) to modelibe speech signal, it was
implemented with the matlab7 platform language. Awnmutation method
(injection mutation) is proposed and used in theetje algorithm. To evaluate the
performance of the system, we have made an orpusdhat represents the most
Arabic language characteristics, it could be usgddther researchers to test and
validate their systems working on Arabic language.
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Introduction

Nowadays, automatic speech recognition’s systeningreasingly widespread and
used in very different acoustic conditions, and/bgy different speakers, but despite
the spectacular progress, the ideal system doeexisit yet, and to overcome the
current performance of ASR systems, many works caeied out in various
laboratories in the world. The most studied methadgecent years are those
inspired by nature as genetic algorithms.

The Arab States have at least 300 million peopleaddition to Arabic minorities
scattered throughout the world, despite this largember, Arabic’s speech
processing is still in the beginning, that's why sugggest a system for automatic
recognition of isolated Arabic words. This systesesl a genetic algorithm for
recognition, and MFCC coefficients to modal theesgpesignal.
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1. Architecture of the suggested system

Our system is a mulipeakers ASR system, and even independent of dakep it
uses the global approach. When a word is pronourtbedacoustic image of th
word is facing all references in the dictionary ahé most resemble word, |
calculaing a distance is then chosen [1]. Our systemistmsf several processe
its scheme is represented in the Figueow:.
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Figure 1 : System architectur

2. The learning process

The realization of ASR system requires the prowvisaf oral corpora. Sever
corpora were built for different languages as TIMidr English language ar

BDSONS for French language. Because of the abseinéeabic oral corpora, w
were obliged to make our own corpus.

The creation of corpora is a difficult task, it vigs

1. Defining the content of the corpus: (choose a fewds pronounced by
large number of speakers or a large number of wprdeounced by
small number of speakers and what corf size can be considered
sufficiently? Must corpora depend on their applarator not? Shall wi
select speakers? If yes, what are the crite

2. Making records.
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2.1. The vocabulary

The 30 words of our corpus were selected by litguaf the Arabic language
institution at Constantine University. All phoneficcharacteristics of Arabic
language are taken into account, without bindin@ tepecific field. Our corpus is
made up of 6 sub corpora according to the Arabiguage characteristics, each sub
corpus contains 5 words. The words of our corpésgaouped in the following
table:

Corpus type Corpus words

Simple corpus mb g e e — S
Stress corpus S-S — b peadll a8
Emphatic corpus QR - i — o ea — il i
Duration corpus - dlilaa — Jgn— g e — alia
Tanwine corpus G- Ol — e — (i — e
Mixture corpus Laidie - (i laalde) A s

Table 1: Corpus words.

2.2. The registration condition

The recording environment is very suitable for héag good quality corpus. The
speech is recorded at a sampling rate of 44100zHewtled in 16-bit. The
digitalization of the signal is made by the profesal software “Sound Forge
version 8, it is the famous well-known in the dadiaudio editing [2].

The vocabulary is pronounced by 4 women and 4 tinexir; age is between 22 years
and 55 years. Each speaker repeats 3 times eadh worevery word has 24
different occurrences in the corpus, the entirgpgsrcontains 720 sound files. This
corpus is used to define:
1. The learning corpus (540 sound files), is pronodrne6 speakers,
2. Testl corpus (180 sound files), is made by two leprsawho participate in
learning process,
3. Test2 corpus (180 sound files), made by two spsakéro have not
participated in learning process,

4. Test3 corpus which contains the same files as tesfius but adding a few
sound effects (echo, noise).
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3. The signal pre-processing

To be used by a computer, signal must first betaliged. The transition proce
from analogue sound to the digital sound is callsampling”. We measure tt
voltage of analogue signal at regular intervalse Vhlue obtained is finally encod
in binary. Another very important parameter of samplinthis precision with whicl
the voltage of analogue signal is read and codebits) [3]

4. The signal parameterization proces

The speech is a signal consisting of infinite infation, we must extract t most
important ones. A direct comparison treatment as kind of signal is impossibli
because there is too much information. Severalnigoles were used to repres
the speech signal [4]:

 RCC : Real Cepstral Coefficier

* LPC: Linear Prediction Cofifients

e LPCC: Linear Predictive Cepstral Coefficier
« MFCC : Mel Frequency Kestrel Coefficien

e PLP: Perceptual Linear Predicti

All these methods are reasonable solutions forcdpsggnal parameterization,
the famous MFCC are better than the other candidatke MFCC paradign
introduced by Davis and Mermelstein has maintaiitsddominance since i
introduction in 1980, bewse of its effectiveness, and even in noisy comditit
retains its strength. The purpose of MFCC is toucedthe number of da
characterizing the signal and shows a limited nunabgparameters or coefficient
discriminating and robust [3,4,5,6].

To transform an audio file in MFCC cepster severgbsi@re necessary [4,5.
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Figure 2 : From digital signal to MFC(
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4.1. The signal pre-emphasis

In speech recognition by MFCC, the signal mustt firedergo pre-emphasis to
remedy the fact that high frequencies are less faidan the low frequencies.
The signal pre-emphasis formula is [3.4]:

h,=1-—a.Z;! (5.1)

a is the pre-emphasis factor, commonly taker0t870. h is the pre-emphasis of the
signal Z.

4.2. The windowing

The audio signal can not be treated as a wholeulsecthis would require a lot of
calculations for the machine, so we cut the signt slices called windows that
have the particularity of overlap in half with thém of have a better treatment for
FFT (Fast Fourier Transform). It typically uses madow of N samples, N is a
number that is a power of 2, it is because the &gorithm is much faster for these
numbers [3].

4.3. Applying Hamming window

A Hamming window is applied to each window in orderdecrease the spectral
distortion created by the overlap, and minimizeoesrproduced by FFT. The
Hamming window improves the sharpness of harmamicsremoves discontinuities
on the edges. To create the Hamming signal, wehestllowing formula:

0,54 — 0,46. cos (zzv%l) ne0,N—1] (5.2)
N is the size of the signal (the number of sam&§).
4.4. Application of the FFT (Fast Fourier Transfam)

To transform the signal from time domain to frequedomain, we must calculate
the discrete Fourier transform (DFT). The Fast sufransform (FFT) is a very
powerful algorithm for calculating the discrete Feu transform. The FFT
calculation time is about 10 times lower than asila DFT [3]. The result of this
step is the signal specter, horizontal axis repitesiene, vertical axis represent
frequency and intensity is represented by the d8lor
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4.5. Mel filters bank

The frequencies range in the FFT spectrum is vadewso much data torocess,
we must use a filter bank in the Mel scale. We @sghe speech signal throug!
filter bank, the Mel filter bank is built from tmgyular filters, each filter will give

cepstral coefficient, commonly we use 12 factonst Wwe have to use 13 ters
because the 0éme coefficient is not needed forckpeeognition[10, 3]

4.6. The cepstrals coefficients

This is the final step, we transform data from Mdehle to time scale. We make -
inverse of the Fourier transform. The result o ttep wil be the MFCC itself [3].

The most popular MFCC implementation is written lhalcolm Slaney in thi
"Auditory toolbox" of MATLAB toolbox.

5. The recognition process

The recognition is made by a genetic algorithm t@nhpares MFCCs referenc
and MFCC ofthe word to recognize, the outcome of this prodsesthe sount
recognized. In the test phase, this recognitiontribesconfirmed by the user
avoid false recognitions.

References MFCC

& P

Genetic algorithme Word recognized ?

DDA P10 AL

Figure 3 : Recognition proce:
The main procedures of our genetic algorithmmentioned in what follows:
5.1. Initialization of the population

The reference dictionary (learning corpus) is thpytation managed by our gene
algorithm. This dictionary is made up of 540 ergriso 540 individuals. Th
population is divided into 30 sytepulations (the number of words), the choict
the initial population is random for each word ézagnize. An initial population
made up of all occurrences of a word, then 18 iddils. If we do not reach tt

RIST .Vol. 18 - N° 1 Année 2010 97



recognition threshold in this sub population affegenerations, we change initial
population, and so on, until we reach the recogmitihreshold of the word to
recognize. Each individual of this population camsathe word it represents, its
MFCC cepster, his fitness and his recognition thots

A MFCC cepster is a matrix, the number of linestie number of MFCC
coefficients, the number of columns is the samethaf signal windows. The
following Figureure represents the MFCC cepstahefword &' :

$) UL )

10 20 30 a0 50 =] |
windows

Figure 4. MFCC cepster of the word.'

The number of columns in this matrix differs fromeoword to another. The cepsters
used in our system are matrices of (12 * 160), in@ose a fixed size for all words
depending on the size of the longest word in oucabalary, the first line is
unnecessary, it is ignored in our treatment.

5.2. Evaluation of the population

To evaluate the population, we calculate the fiénes each individual, it is the

distance between the cepster of the word to rezegand the cepster of each
individual, if this distance is less than the reditign threshold then the word is
recognized, its formula is derived from the Euclidelistance [11]:

1 2

_— A-B
Distance (A, B) =N * M IED I ) (6.1)

A and B are twomatrices of size (N * M). In our case, the best fithessthe

smallest distance.

The recognition threshold of a word is the maximdistance between the 18
occurrences of this word in the learning corpus.
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5.3. The stop criterion

The stop criterion of our genetic algorithm is eitthe word is recognized or all sub
populations have been covered.

5.4. The selection

After evaluating all individuals of the populatiome apply the elitist selection
method (Many researchers have found that elitisprawves the performance of the
AG). This method allows the genetic algorithm tdame a number of best
individuals for the next generation. These indidldumay be lost if they are not
selected to reproduce [13.14].

5.5. The crossover

Its fundamental role is to enable the recombinatibinformation contained in the
genetic heritage of the population. We applied tre point cross with the
probability 0.80 [12.13].

5.6. The mutation

A mutation is simply a change of a gene found lacais randomly determined. The
altered gene may cause an increase or a weakefitige osolution value that
represents the individual [16].

The principle of the mutation used in our systemasy, the injection method, we
inject a gene of the word to recognize directlyha reference dictionary, instead of
using a random gene (a gene is a column of MFCGteBp This principle will
accelerate the convergence of the algorithm withioflience the result [17]. The
probability of mutation is 0.01 [12.13].

5.7. The replacement

The elitist replacement is the most suitable in@ase, it keeps individuals with the
best performance from one generation to the nexigdneral, a new child takes
place within the population if it is more efficietitan the less powerful individuals
of the previous population, so we replace the woasénts [16].

6. The statistical process

To evaluate our system, we carried out three tgpéssts:

e Testl: The test’s words are pronounced by speakbs participated to
learning. This test has proved that our systennisilti speakers system.

RIST .Vol. 18 - N° 1 Année 2010 99



* Test2: The words of the test are pronounced bykspsawvho have not
participated to learning. This test has proved thaitsystem is independent
of speakers.

e Test3: The words of the test are pronounced bykspsavho participated
to learning but the environment is noisy. This test proved the robustness
of our system in a noisy environment.

The recognition system errors can be classified &hbasic types who have not the
same weight [18]:

e Substitution: a word is confused with another wifadse recognition),

» Elision: a word is not recognized (non-recognition)

* Insertion: a word that does not belong to the vataly has been
recognized.

We considered two types of errors, substitution aliglon. The statistical process
gives several results: the recognition rate, thestswtions rate, the elision rate, the
number of tested words...

7. The experiment’s results

The recognition rate of testl is 100%, regardle§sthe corpora type. The
recognition rate of the test2 differs from one empo another, for simple corpus
and stress corpus, it reaches 80%, for tanwineusorji exceeds 68%, for the
mixture corpus and duration corpus, it exceeds 309%.noticeable that the type of
words affects the recognition rate, so a good &hofcvocabulary, can yield better
results.

In the test3, our system has acquired an acceptatdgnition level in a pseudo real
environment (sound+echo, sound+noise). Test3 hagedrthe robustness of our
system in a noisy environment. The recognition Htsimple corpus is 80%, for

emphatic corpus, it reaches 60%, for stress copus5%. So our system has
acquired an acceptable recognition rate because ithao system adapted to all real
situations.

During the tests, we have noted down that our aystees not make the distinction
between men and women voice (if a woman pronouacssrd of vocabulary, the
recognized sound may be a man voice, because st@gnsyvorks on the word signal
itself without taking any consideration of speaggrérsonality).

Conclusion and perspective

In this article, we suggest a system for automegognition of isolated Arabic
words, with a vocabulary of 30 words that repreghatdifferent Arabic language
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characteristics. Our system is a multi-speakeresysbr even independent of
speaker, robust in a noisy environment.

Our system uses a genetic algorithm for recogniteomd MFCC coefficients to
modelize the speech signal. It is implemented with matlab7 platform language.
To evaluate the performance of our system, we mazde an oral corpus, which
could be used by other researchers to test andatalitheir systems working on
Arabic language. The corpus words have been carefalected and recorded in
good conditions in order to create diversity in éstype and in phonetics context.

The results acquired by our system confirm thatuige of genetic algorithms joined
with MFCC parameterization is a very promising noethin the ASR field. In
addition, we have suggested a new mutation methHuat fccelerates the
convergence of genetic algorithm.

There are many prospects of this study; it wouléhberesting :

» To extend our corpus size and vary the registrat@ditions.

e To test our system with standards databases ofidin¢glinguage and
French language.

e To use phonemes as decision unit in the recognpimtess instead of
words, etc.
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